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Abstract

Four lectures offering an introduction to coalgebra from the point of
view of automata theory. The emphasis in the lectures is on examples
and only a minimum of category theory is explained and used in order
to clarify concepts such as coinduction and the duality of algebras and
coalgebras. This is balanced by an appendix which takes the opposite
approach and, assuming familiarity with basic category theory, outlines
some elements of the categorical theory of coalgebras.
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0 Introduction

These are the notes for a course on coalgebras that was first given at MGS 2016
and then at MGS 2018.

The course assumes that the students have seen some basic automata theory
such as deterministic, non-deterministic and pushdown automata. The hope
is that building on these concrete examples, one can introduce quite advanced
concepts in a short series of lectures.

We aim to explain: Coalgebra, bisimulation, behavioural equivalence, final coal-
gebras, proof and definition by coinduction, solutions of guarded recursive equa-
tions, distributive laws, bialgebras.

In the form of slogans, some of the important ideas are

• Dynamic systems are coalgebras.

• Behaviours are what is preserved by morphisms.

• There is a system of all behaviours (the final coalgebra).

• A definition by coinduction is the arrow into the final coalgebra.

• A system of guarded recursive equations is a coalgebra.

• The unique solution to a system of guarded recursive equations is given
by the unique arrow into the final coalgebra.

These notes come in four parts. The main part, Sections 1-3, explains the
slogans above with examples from automata theory. Even though we provide
definitions of most of the category theoretic notes involved, I hope this part will
make sense without knowing category theory as it is based on concrete examples.
We don’t do any category theory in this part. We just use a small number of
categorical notions (functor, coalgebra, natural transformation, finality, monad,
distributive law) to organise the examples.

The exercise subsections at the end of each section provide some detours which
can be skipped if one keeps the focus on the examples from automata theory,
but are essential to more fully understand the coalgebraic generalisation of au-
tomata. They also provide additional motiviation for the following sections.

The third part, Appendix A, discusses further topics and, if time permist, will
talk about some of this in lecture 4. (Let me know if you are interested in
somethin in particular.)

The fourth part, Appendix B of the notes is an appendix on the category theory
of coalgebras.

I am trying to write part three (overview of research topics in coalgebra) and
four (some elements of the category theory of coalgebras) so that they can be
attempted independently of each other and of parts one and two.
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0.1 A Remark on Category Theory

I would like to comment on the role of category theory for this course and for
coalgebra and computer science more generally.

Categories (and variants such as double categories, higher categories, enriched
categories, etc) are mathematical structures in their own right and category
theory is the area of mathematics studying them, just like group theory studies
groups and lattice theory studies lattices, etc. In fact, groups, rings, posets,
lattices, metric spaces, etc are not only objects in categories but are categories
themselves.

In order to handle this generality, category theory invented definitions by uni-
versal property, which provide a way to ‘construct’ objects in a uniform way
that can be instantiated in any category. For example, in the category Set of
sets and functions, the product is the familiar cartesian product. In a lattice it
would be meet. In other categories it might not exist. In yet other categories,
it may be quite different from what we would expect of a product, for example
in the category Setop dual to Set, product is disjoint union.

We see that the meaning of a construction by universal property depends on
the category in which it is instantiated. The same construction can be instan-
tiated in any category. In this sense we can think of notions such as product
as metaphors and I believe that there is a useful analogy between the power
of category theory in mathematics and the power of metaphors in language.
Of course, being mathematical, these category theoretic metaphors do have a
precise meaning in each context.

The example of particular importance to the course is the one of a final (or
terminal) object in a category. In particular, final coalgebras will be useful as
domains

• in which each element represents an equivalence class of behaviours of
processes of a certain given type,

• in which to uniquely solve all recursive equations of certain given format.

The relevance of category theory for the material of this course is that it allows
us to build a general theory of coalgebras for a functor (where the functor
formalises what is called ‘type’ and ‘format’ above). On the other hand, once we
fixed a particular type, that is, we instantiate the category theoretic definitions
in a particular category, category theory as such is not strictly needed as all
the reasoning can be carried out in the specific situation without reference to
category theory.

This is the point of view we take in Section 1-3, due to the short time we have
for the course. Concentrating on essentially one example, we do not have to
rely on category theory. Nevertheless, using category theoretic terminology as
metaphors is still useful, even essential as it emphasises the possible generalisa-
tions.
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0.2 Acknowledgements
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0.3 Relationship to other courses at MGS 2016/2018

Category Theory. Coalgebras are a good example to illustrate the beauty
of category theory. For example, induction and coinduction in Set are not
dual. Only the ‘abstract’ categorical duality reveals the duality between the
two concepts as a formal relationship. Category theory is most useful when
‘abstract’ categorical concepts capture ‘concrete’ combinatorial phenomena. An
example of this is given by the notion of bisimilarity, see Section 1.5.

Type Theory (only at MGS 2016). Many interesting types are constructed as
initial algebas or final coalgebras (natural numbers, streams, all sorts of trees,
...)

Denotational Semantics and λ-calculus. The fixpoints needed in denotational
semantics arise as final coalgebras. For example, for untyped lambda-calculus
one would like to take the final coalgebra of X 7→ XX . Since due to ‘mixed
variance’ this is not a functor on the category Set one needs to resort to domain
theory to solve this domain equation. But if T is a functor on Set then the do-
main equation X ∼= TX always has a “largest” solution as the final T -coalgebra.

Denotational Semantics for Weak Memory Concurrency (only at MGS 2018.
Coalgebra provides a general framework for structural operational semantics as
bialgebras.
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0.4 The course at MGS 2018, lecture by lecture.

A course allows one to follow a different path than the notes. But this path
might contain some useful points of view for a reader, so here is a summary.

Lecture 1 started with an introduction why one might be interested in coalge-
bra. Coalgebra is a general theory of systems. (The scope of the theory will
hopefully become more clear during the course.) As a general theory, if you are
interested in only some particular class of systems, the general theory might
still be valuable because of the conceptual explanation it provides and because
of the technical results it provide. For example,

• coalgebra is the natural home for notions such as coinduction and bisim-
ulation,

• coalgebra cuts across modal logic, domain theory, concurrency and set
theory, highlighting the unity of some deep ideas that look different if
viewed from only one of those areas,

• research often follows the path: take something you know, make a varia-
tion, write a paper; if the variation falls into the scope of coalgebra chances
are that coalgebra will help you, maybe even with an already existing gen-
eral result; many of the best papers in coalgebra prove a general result but
also provide a novel instance of the general result that can be understood
wihtout knowing about coalgebras and is of interest to researchers in an
area such as concurrency or modal logic,

• the duality of algebra and coalgebra can only be formalised in the general
theory using category theory; this becomes powerful in the theory of logics
of systems when we approach this using Stone Duality; a concrete example
is that coalgebra reveals that Abramsky’s Domain Theory in Logical Form
and Goldblatt’s work on the model theory of modal logic are variations
on the same basic ideas.

Lecure 1 then proceeded to cover Section 1.2.

Exercise Class 1 proved Theorem 1.2 and Exercises 1.5 and 1.6. The point of
the proof of Theorem 1.2 is to show how to reduce coinduction to induction.
Theorem 1.2 justifies coinduction as a definition and proof principle for lan-
guages. It also motivates the general point of view that coinduction arises from
the existence of final coalgebras. We also briefly discussed that final coalgebras
always exist in the sense of the Aczel-Mendler theorem.

This led to a discussion of the interplay of modal logic, concurrency and set
theory, all of which discuss coalgebras X → PX from different perspectives. In
particular we did Exercise 1.6 showing Aczel’s insight that P-coalgebra mor-
phisms are (functional) bisimulations in the sense of Park and Milner familiar
from concurrency theory. The connection to modal logic comes from the fact
that P-coalgebra morphisms preserve the validity of modal formulas. The con-
nection to set theory comes from the fact that the initial P-algebras is our
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familiar universe of well-founded sets and the final P-coalgebras is Aczel’s uni-
verse of non-well founded sets.

Lecture 2 defined coalgebras and discussed a range of examples, see Section A.1.
We then covered Sections 2.1-2.3.

Exercise Class 2 looked at duality, induction and coinduction, see Section 2.5.
We discussed with Exercise 2.10 that coinductive proofs can be seen as circular
proofs in which it is allowed to use what we want to prove on arguments that
are not smaller. This is closely related to the proof of Theorem 1.2, which
also suggests one way of breaking the duality, namely to fit the argument into
the diagram defining finality. Another solution is to work with bisimulations
instead.

Lecture 3 started repeating some remarks on duality, induction and coinduction
from Exercise Class 2, see Section 2.5. In particular, induction and coinduction
in Set are not dual to each other and investigating how they interact is very in-
teresting. As an example of the importance of this question to computer science,
I gave a brief summary of the mathematical theory of structural operational se-
mantics initiated by Turi and Plotkin, see Section A.7. We then proceeded to
cover Sections 1.2, 2.4, 3.1.

Exercise Class 3 presented natural transformations as polymorphic functions
and as modal operators, see Section 3.5. Exercise 3.16 gives a short introduction
to the field of coalgebraic modal logic and also exemplifies typical techniques
involved in working in coalgebra.

Lecture 4 selected some material from the appendices. While the lectures con-
centrated on on a specific example, I tried

• Elements of the mathematical theory of structural operational semantics
(monads, comonads, distributive laws, Beck’s theorem, ...) Section 3.4,
A.7, B.9

• Forgetful functors of algebras/coalgebras ... adjoints, monads, comands
(the other Beck’s theorem) ... intersection of algebras and coalgebras ...
left adjoint right adjoint ...

• Coalgebras over algebras ... Section 1.3 and 1.4

• Initial algebra sequence and final coalgebra sequence ... reducing induction
to coinduction ... Barr’s theorem ... Worrells’ theorem

Reading order. Apart from reading through the notes sequentially, it should
make sense to read in the order 1.1, 2.1-2.3, 2.4 (in conjunction with 1.2 and
2.5), 3.1, which I would consider the minimal meaningful material needed to
complement the appendices.
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1 Languages and Automata

In this section we review some basic automata theory from the point of view of
coalgebra. We will see

• how deterministic automata are coalgebras and how the language of a
state of an automaton is given by its image into the final coalgebra,

• how the final coalgebra structure interacts with the algebraic structure
given by union and concatenation of languages,

• how this interaction can be used to extend our methodology to context
free grammars and

• how pusdown automata fit (or not?) into the picture.

1.1 Deterministic automata

A deterministic automaton is given by a set X and an output map 1

o : X → 2

which maps accepting states to 1 ∈ 2 and non-accepting states to 0 ∈ 2 and a
transition map

t : X → XA

which maps a state x ∈ X to a function t(x) : A → X. It will be useful in the
sequel to pair the two maps o, t into one map

〈o, t〉 : X → 2×XA (1)

and this is a safe thing to do since any map

ξ : X → 2×XA

can be written2 as ξ = 〈o, t〉 for uniquely determined o, t.

We call such a ξ a coalgebra. Formal definition will follow in Section 2.

Now we come to the first important idea of the course: The automaton of
all languages.

An important example of a deterministic automaton is the automaton of all
languages.3 It has as carrier Z = 2A

∗
= 2(A

∗), that is, the set of all languages,
and associated maps

o : Z → 2 o(z) = 1⇔ ε ∈ z (2)

1For brevity, we use von Neumann’s notation 2 = {0, 1}.
2A reader familiar with category theory recognises here the universal property of the prod-

uct “×”.
3We use A∗ =

∐
n∈N A

n to denote the set of all finite words over A. A language L is a
subset of A∗, or, equivalently a map A∗ → 2. We write w ∈ L or L(w) = 1 to say that a word
w is in L.
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where ε denotes the empty word and

t : Z → ZA t(z)(a) = za (3)

where za = {w ∈ z | aw ∈ z} is known as the Brzozowski language-derivative of
z wrt a.

Exercise: Instantiate the definition of the automaton of all languages in case
that A contains one element.

It is worth contemplating the definition of the automaton of all languages for
long enough until the next theorem is obvious.

Theorem 1.1. A state z in the automaton of all languages accepts exactly the
language z.

The above can be extended in order to describe the language accepted
by any state in any deterministic automaton. This requires the notion of a
(homo)morphism between deterministic automata. We define

f : X → X ′

to be a homomorphism, or just morphism, of deterministic automata iff 4

o(x) = o(f(x)) (4)

t(f(x))(a)) = f(t(x)(a)) (5)

where we use the same letters o, t to denote both the structure of X and of X ′.
(This follows common practice in many programming languages where types
are inferred from the context.)

Theorem 1.2. For any deterministic automaton X there is a unique morphism
[[·]] : X → Z to the automaton of all languages. Moreover, [[x]] is the language
accepted by x.

This property of the automaton of all languages is important and called finality.

We just met our first example of a final coalgebra, a concept we will formally
define in the next Section 2.

It is possible to go directly to Section 2 from here.

4If we do not want to reply on type inference, we should write that the function f : X → X′

is a homomorphism of deterministic automata from (X, 〈o, t〉) to (X′, 〈o′, t′〉) if

o′(x) = o(f(x))

t′(f(x))(a)) = f(t(x)(a))
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Proof. We sketch the proof in the special case where A = 1 and Z = 2N with o
being head and t being tail. Let 〈o′, t′〉 : X → 2×X. To give a map X → Z is
to give a map f : X × N→ 2 which can be defined inductively

f(x)(0) = o(x)

f(x)(n+ 1) = f(t(x))(n)

It remains to check that these two equations are equivlent to f being a morphism
of coalgebras.

Exercise 1.3. Extend the proof above from streams to deterministic automata.

Remark 1.4. • Note that the final coalgebra is given by a set of functions
from an initial algebra.

• The idea to reduce coinduction to induction can be carried out in a differ-
ent way: Often (and always in Set) the final coalgebra can be constructed
as a limit of a possibly transfinite chain (the final coalgebra sequence).
Then coinduction reduces to transfinite induction.

1.2 Algebraic Structure of Languages

The set of languages Z carries the structure given by o and t in (2) and in (3).
In this section we discuss some important additional algebraic structure of Z,
namely union and concatenation. In mathemtical jargon we say that the set Z
of all languages carries the structure of an idempotent semiring

(Z, 0, 1,+,×)

where 0 = ∅ is the empty set, 1 = {ε} is the language consisting of the empty
word, + = ∪ is union and × = · is concatenation. So we may also write

(Z, ∅, 1,∪, ·).

Idempotence refers to + being idempotent. And semiring means that + is
commutative and associative, × is associative, and that 0, 1 are the respective
neutral elements. Moreover, × distributes over + from the left and from the
right. (Z is not a ring because + has no inverse.)

We are now going to show that this algebraic structure of an idempotent
semiring can be defined coinductively in terms of the structure o, t from (1)

〈o, t〉 : Z → 2× ZA.

In the following we will denote elements of Z as L,M to emphasise that—despite
of being states of an automaton—they also are languages. Accordingly we may
write La for t(L)(a) and ε ∈ L for o(L) = 1.
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With this notation we define 0, 1,+,× as follows: 5

ε /∈ 0 0a = 0
ε ∈ 1 1a = 0

ε ∈ L+M ⇔ ε ∈ L or ε ∈M (L+M)a = La +Ma

ε ∈ L×M ⇔ ε ∈ L and ε ∈M (L×M)a = La ×M + ō(L)×Ma

(6)

where ō(L) is just ad hoc notation to emphasize that we interprete the outputs
0, 1 of o now as elements of the semiring Z. The meaning of the left-hand column
should be obvious and the right-hand column formalises the following properties:

{} does not contain any word (of length greater or equal to one).
{ε} does not contain any word of length greater or equal to one.
aw ∈ L+M iff w ∈ La or w ∈Ma.
awv ∈ L×M iff w ∈ La and v ∈M or ε ∈ L & wv ∈Ma.

Let us emphasise, and we will explain this more formally in the next sec-
tion, that it is a consequence of definition (6) that (0, 1,+,×) coincide with
(∅, {ε},∪, ·).

1.3 Context-free Grammars

We write non-terminals as x, y, . . . and terminals as a, b, . . .. Well bracketed
expressions of the form anbn, for example, can be derived from

x→ axy
x→ 1
y → b

(7)

with x as a start symbol.

Can we write 7 as a coalgebra?

Recall that in our account of languages and automata, the derivatives (·)a play a
crucial role, so it is essential that in the grammar above every non-empty right-
hand side starts with a terminal. It is well-known that every grammar can be
transformed into such a form, called the Greibach normal form. The fact that
all symbols on the right-hand side, apart from the first one, are non-terminals
is convenient, but not essential.

5Formally we should write

o(0) = 0 t(0)(a) = 0
o(1) = 1 t(1)(a) = 0

o(L+M) = o(L) ∨ o(M) t(L+M)(a) = t(L)(a) + t(M)(a)
o(L×M) = o(L) ∧ o(M) t(L×M)(a) = t(L)(a)×M + ō(L)×Ma

but this is less readable. Also note that the 0 is overloaded; eg the two occurrences of the
symbol 0 in o(0) = 0 are different. The first is the 0 in (Z, 0, 1,+,×), the second is the 0 in 2
in 2× ZA. Also note that we think of 2 as the semiring (Boolean algebra) (2, 0, 1,∧,∨).
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What is the language defined by a grammar? How do we define or compute,
for example, [[x]]? One possibility is to read both sides of → as languages, → as
⊇ and then take the least solution of the inequations. Another possibility is to
introduce a symbol + for union and use equations

x = axy + 1

y = b

instead of inequations. For example, the first equation should really be read as

[[x]] = [[a]]× [[x]]× [[y]] + [[1]] (8)

with [[a]] = {a}, [[1]] = {ε}. So we see that the language defined by a context-free
grammar comes about as the solution of a set of mutual fixed-point equations
in the semiring of languages. Of course, this point of view is equivalent with
the more familiar one of defining [[x]] as the set of words (=strings of terminals)
derivable from x.

Can we recover (8) from Theorem 1.2?

1.4 Pushdown automata

There is an easy and direct way to transform a CFG such as (7) into a one-
state pushdown automaton that accepts a word on empty stack. The stack
symbols are the non-terminals. One starts with a stack containing only the
start symbol, x in (7). Then one non-deterministically applies any matching
rule. For example,

// x
a
++

b





xy
a
,,

b





xyy
a
++

b





. . .

0

a,b
��

1 y

b

jj

The start state is accepting because we have the rule x→ 1. The state labelled
1 is accepting because 1 symbolises the empty string, ie, empty stack. The state
labelled 0 is a sink state.6

To emphasise that this way of looking at pushdown automata also works in the
presence of non-determinism consider

x→ axy
x→ axyx
x→ 1
y → b

(9)

6Exercise: Find the missing transitions. Extend the picture.
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where, upon reading a with stack x we have two possible ways to proceed. (The
second rule allows us to accept all well-bracketed expressions, not just those of
the form anbn.) Now the pushdown graph looks as follows 7

// x
a
,,

b

��

xy
xyx

a ..

b

��

xyy,
xyxy
xyyx,
xyxyx

a
++

b

��

. . .

0

a,b
��

1, x
b

jj

a

LL

y

b

ll

(10)

For example, the second a-transition can be computed as follows. First, we note
(xy + xyx)a = (xy)a + (xyx)a and we compute (xy)a = xa × y + ya = xa × y =
(xy+ xyx)× y = xyy+ xyxy as well as (xyx)a = (xy)a× x = (xyy+ xyxy)× x
so that we have

xy
a→ xyy + xyxy

xyx
a→ xyyx+ xyxyx

(11)

and, therefore,

xy + xyx
a→ xyy + xyxy + xyyx+ xyxyx (12)

We see that the mechanism of computing derivatives faithfully implements non-
determinstic pushdown automata, but we note that the “determinisation” that
happens in going from (11) to (12) looses some information. To say this more
precisely, suppose we are in a pda with stack xy, then we need to know the upper
row of (11) in order to continue the computation upon reading a. But the upper
row of (11) cannot be recovered from (10) or (12). The inability of recovering
(11) from (12) does reflect that (10) is really what could be called a determinized
pushdown automaton (even though it is not a pushdown automaton, so maybe
better ‘determinized pushdown graph’). 8

1.5 Exercise: Transition Systems and Bisimulation

The purpose of this extended exercise is to show that a seemingly different
example exhibits the same general structure as deterministic automata. This is
the example that is at the beginning of computer scientists interest in coalgebras
and is discussed in detail in the monograph of Aczel on non-well founded set
theory (1989).

A transition system (X,R), or a Kripke frame in modal logic, is a set X with a
relation R ⊆ X ×X.

Let PX denote the set of subsets of X.

7Exercise: Find the missing transition. Extend the picture.
8Exercise: State and prove that determinization preserves the language.
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Exercise 1.5. Show that transition systems (X,R) are in bijective correspon-
dence with maps X → PX.

What in this example should correspond to the automaton of all languages?
Theorem 1.2 shows that this automaton has the property that for each other
automaton there is a unique homomorphism into it.

Taking this as our guiding idea, we seek a definition of homomorphism of tran-
sition systems. Looking back at the definition of a homomorphism of automata
(4) and (5) the definition should capture the idea that if f is a homomorphism,
then x and f(x) have the same behaviour. Note that for f : (X,R)→ (X ′, R′)
the obvious

xRy ⇒ f(x)R′f(y)

is not enough as this would allow f(x) to have transitions (ie behaviour) that
need not be reflected in the domain (X,R).

So let us try something else. Using the previous exercise, given ξ : X → PX
and ξ′ : X ′ → PX ′ we define f : X → X ′ to be a homomorphism if for all
x ∈ X

f [ξ(x)] = ξ′(f(x)) (13)

where f [−] denotes direct image, that is, for all a ⊆ X we have f [a] = {x′ |
∃x ∈ X .x′ = f(x) & x ∈ a}. 9

Exercise 1.6. Show that (13) is equivalent to stating that for all x, y ∈ X

xRy ⇒ f(x)R′f(y) (14)

f(x)R′y′ ⇒ ∃y ∈ X .xRy & f(y) = y′ (15)

The important observation here is that in addition to the ‘forward’ clause (14)
there is also the ‘backward’ clause (15). Note how both clauses correspond to
the two different inclusions ⊆ and ⊇ of (13). Intuitively, the backward clause
is needed to capture the idea that x and f(x) have the same behaviour. This
gives rise to the notion of (coalgebraic) behavioural equivalence.

To be more precise, given two transition systems (X,R) and (Y, S), let us say
that two ‘states’ or ‘processes’ x ∈ X and y ∈ Y are behaviourally equivalent iff
there are homomorphisms f : (X,R)→ (Z, T ) and g : (Y, S)→ (Z, T )

(X,R)

f
$$

(Y, S)

g
zz

(Z, T )

(16)

such that f(x) = g(y).

9f [−] is left-adjoint to the inverse image f−1 : 2X
′ → 2X . Alternatively, one could take

the right-adjoint f [[a]] = {x′ | ∀x ∈ X .x′ = f(x) ⇒ x ∈ a}. I am not sure the associated
notion of behavioural equivalence is of interest, though.
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There are two ways to think about this definition. First, we can take from
general category theory that also for transition systems we an analogue of the
automaton of all languages, which was shown in Theorem 1.2 to have the prop-
erty that for all systems there is a unique homomorphism into it. Thus, if we
take in the definition above (Z, T ) to be the final transition system, then it is
obvious that behavioural equivalence is indeed an equivalence relation as it is
given by equality on the final system. Indeed,

behavioural equivalence on the final system is equality.

Second, in case we don’t want to use the theorem of category theory that pro-
vides us with the existence of the final system, we can instead let (Z, T ) range
over all systems. In this case, (Z, T ) may be different for different (X,R) and
(Y, S) and we need to show that behavioural equivalence is transitive. 10

Recall that a bisimulation between (X,R) and (Y, S) is a relation B ⊆ X × Y
such that for all x ∈ X, y ∈ Y we have that xBy only if

∀x′ ∈ X . (xRx′ ⇒ ∃y′ . ySy′′ & x′By′) (17)

∀y ∈ Y . (ySy′ ⇒ ∃x′ . xRx′ & x′By′) (18)

as indicated in
x // x′

y // y′

x // x′

y // y′

Two states are called bisimilar if there is some bisimulation relating them.

The next exercises show that bisimilarity and behavioural equivalence agree.

Exercise 1.7. Show that behavioural equivalence implies bisimilarity. [Hint:
Given (16), show that {(x, y) | f(x) = g(y)} is a bisimulation.]

Exercise 1.8. Show that bisimilar states are behaviourally equivalent. [Hint:
If B is a bisimulation between (X,R) and (Y, S), then there is a relation RB ⊆
B × B such that (B,RB) is a transition system and such that the projections
to (X,R) and (Y, S) are homomorphisms.]

10Consider a situation as in

(X,R)

f
$$

(Y, S)

g
{{

f ′
$$

(Y ′, S′)

g′
yy

(Z, T ) (Z′, T ′)

We need to show that if f(x) = g(y) and f ′(y) = g′(y′) then x and y′ are behaviourally
equivalent in the sense of (16). To this end we build (Z′′, T ′′) as follows. Let (Z′′, T ′′) be the
disjoint union of (Z, T ) and (Z′, T ′′) quotiented by {(g(y), f ′(y)) | y ∈ Y }. Then the obvious
maps (Z, T ) → (Z′′, T ′′) and (Z′, T ′) → (Z′′, T ′′) are homomorphisms, which gives us, by
composition of homomorphisms, a picture as in (16).
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Where as Kripke frames are the fundamental structure in modal logic, in
computer science applications one finds more transition

Exercise 1.9. Labelled transition systems can be accounted for as maps X →
P(A×X).
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2 Coalgebras and Coinduction

In this section we repeat the development of the previous section using notions of
category theory and coalgebra. The main purpose is to give a gentle introduction
to these techniques. For example, we will see that the automaton of all languages
is characterised by a universal property: The automaton of all languages is a
final coalgebra. And we will exhibit the coinductive definitions of operations
on languages (ie of union and concatenation) as arrows into the final coalgebra.
One reason to do this is to highlight that whereas the view of automata as
algebras (semigroups) and inductive definitions are widely used in automata
theory, the coalgebraic and coinductive point of view is also of interest. But
more importantly, as we hinted at in the exercise at the end of the last section,
the coalgebraic point of view also includes (labelled) transition systems and, in
fact, many more systems, including probabilistic ones.

2.1 Coalgebras

We go back to (1) where we said that a determinstic automaton is a map
〈o, t〉 : X → 2 ×XA. To bring out the categorical and coalgebraic structure of
deterministic automata, we define

TX = 2×XA

and see now that we can write a determinstic automaton in the simple form

X → TX.

This point of view will allow us to generalise from deterministic automata to
other transition types T , including non-determinism, probability, two-player
games, and many more.

Intuitively, a coalgebra is a map ξ : X → TX telling us the possible one-
step behaviours ξ(x) for a given state x. Technically, to turn this idea into a
powerful general theory of systems, we need to extend the operation T from sets
to functions via

Tf = 2× fA

where for f : X → Y one defines

(2× fA) : 2×XA → 2× Y A

(b, g) 7→ (b, f ◦ g)

As a first notational benefit from extending T to functions, we can now re-
formulate the definition of homomorphism f : X → X ′ between determinstic
automata ξ : X → TX, ξ′ : X ′ → TX ′ elegantly as

Tf ◦ ξ = ξ′ ◦ f

18



or, in a diagram,

X
ξ
//

f

��

TX

Tf

��

X ′
ξ′
// TX ′

As a conceptional benefit, it makes now sense to solve equations such as

X = TX.

For example, the deterministic automaton of all languages

ζ : Z → TZ

is a solution of that equation (for TX = 2×XA). But to make this precise, we
need to generalise from equality X = TX to isomorphism X ∼= TX.

As a mathematical benefit, we can prove that the automaton of all languages
Z is a fixed point of T in an axiomatic way that generalises to arbitrary T ,
thus exhibiting the abstract properties of T and Z needed to show that Z is a
fixed-point of T . This is what we are going to do now: The axiomatic approach
requires us to introduce the notions of category and functor, as this is exactly
what is required to prove our fixed-point theorem below.

2.2 Categories and functors

We have seen the definition of a coalgebra (X, ξ) in the special case where X is
a set and ξ is a function. We are going to see now that the notion of a coalgebra
does not require sets and functions at all and can be formulated wrt to any
category and functor.

Definition 2.1. 1. A category C consists of a class of ‘objects’ X,Y, . . . and
for each pair of objects a set C(X,Y ) of ‘arrows’. An arrow f ∈ C(X,Y )
is denoted by f : X → Y . There is a binary operation of composition
◦ mapping f : X → Y, g : Y → Z to g ◦ f : X → Z and there are
distinguished ‘identity arrows’ idX : X → X, subject to ◦ being associative
and id acting as identities wrt to ◦.

2. An isomorphism, or iso for short, is an arrow f : X → Y such that
there is g : Y → X with g ◦ f = idX and f ◦ g = idY . 11

3. A functor F : C → C′ maps objects in C to objects in C′ and arrows in
C(X,Y ) to arrows in C′(FX,FY ) so that identities and composition are
preserved.

11We say that two objects X,Y are isomorphic if there exists an isomorphism X → Y .
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4. A coalgebra for a functor T : C → C is an arrow X → TX in C. A
coalgebra-morphism f : (ξ : X → TX) → (ξ′ : X ′ → TX ′) is an arrow
f : X → X ′ in C such that Tf ◦ ξ = ξ′ ◦ f . The category with coalgebras
as objects and coalgebra-morphisms as arrows is denoted by Coalg(T ).

Our main example is where C is the category Set of sets and functions and
Coalg(T ) is the category of deterministic automata. There are at least three
reasons to introduce the notion of coalgebra in the above generality.

• This axiomatic approach reveals exactly what is needed to prove the fixed
point theorem (known as Lambek’s Lemma). Moreover, and some of it is
explained in the appendix, quite a large part of a general theory of systems
can be developed in such an axiomatic style.

• As it will turn out below, pushdown automata are coalgebras over a cat-
egory different than the category Set of sets and functions. In Section ??
and the appendix we will see many more examples of systems that arise
as coalgebras over other base categories than Set.

• The exercises in Section ?? it reveals the duality of algebras and coalgebras
or, more precisely, that coalgebras over Set are dual to algebras over the
dual of Set.

A good way of learning category theory, and sometimes also of discovering new
thoerems of category theory, is to look at categories as generalisations of posets
or lattices.

Example 2.2. Let C be a preorder, or poset, or lattice. 12 Then C is a
category of a special kind with at most one arrow between any two objects.
(And, conversely, all categories of this kind are preorders.) A functor is just a
monotone operation. And a coalgebra X → TX is a post-fix point X ≤ TX.

It is easy to show that the largest post-fix point (if it exists) is a fixpoint by
looking at the following diagram (read → as ≤ again)

X // TX

TX //

OO

TTX

OO

where the lower horizontal arrow comes from monotonicity of T and the vertical
arrows come from X → TX being the largest postfixpoint.

If C is a poset, then the diagram above gives us X = TX. If C is only a preorder,
then we only get that X is equivalent, or isomorphic, to TX.

The reason we detailed the argument that the largest postfixpoint is a fixpoint
is that the proof of the fixpoint theorem in the next section will be a direct

12A preorder is a set with a symmetric and transitive relation. A poset is a preorder where
the relation is anti-symmetric. A lattice is a poset with finite joins and meets.
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generalisation. This also serves as an example of the general methodology of
discovering category theoretic proofs by generalising the corresponding lattice
theoretic ones.

2.3 Final coalgebras

Coming back to deterministic automata, recall that Theorem 1.2 revealed that
the automaton Z of all languages enjoys what is called a universal property: For
any automaton X there is a unique homomorphism to Z. We turn this property
into a definition. Note that this definition makes sense in any category.

Definition 2.3. An object Z in a category is called final, or terminal, if for
any object X there is a unique arrow X → Z.

As a first indication of the power of the axioms of category one proves the easy
but crucial

Proposition 2.4. If a category has a final object, then it is determined ‘up to
canonical isomorphism’. That is, if Z,Z ′ are final, then the ‘canonical’ arrows
Z → Z ′ and Z ′ → Z are isomorphisms. 13

The proposition is important as it tells us that, up to isomorphism, the final
coalgebra is uniquely determined by its universal property. This provides us with
many advantages. For example, as discussed in Appendix B.4, it is known for
general categorical reasons that the final T -coalgebra exists. Moreover, it defines
a notion of ‘behavioural equivalence’. Theorem 1.2 stating that the automaton
of all languages is the final T -coalgebra (for TX = 2 × XA) then becomes
a representation theorem giving an explicit description of the object defined
abstractly (up to isomorphism) by the property of being final in Coalg(T ). 14

Theorem 1.1 stating that a state z in the automaton of all languages accepts
the language z then confirms that the ‘final coalgebra semantics’

[[·]] : X → Z

assigns to a state x in an automaton indeed the language accepted by x.

We are now in a position to prove the fixed-point theorem, known as Lam-
bek’s lemma. Statement and proof are a direct generalisation of the well-known
fact that the largest post-fixed point of a monotone operator on a complete
lattice is a fixed point. Here it is worth noting that a complete lattice (as
any poset) is a category, with a functor then being a monotone operator and a
coalgebra being a post-fixed-point. 15

13 A universal property always says that ‘there exists a unique arrow’ with a certain property.
The expression ‘canonical arrow’ always refers to this unique arrow, leaving the universal
property it arises from to the context.

14It might be interesting to show a different presentation, namely the final DA of streams,
cf. Def 7.2 and Ex. 7.3 of the SDE survey. See also section 3.1 of Helle’s paper with Clemens,
Jan and Joost on k-regular sequences.

15Exercise: Prove this statement. Hint: First prove it in the case that T is a monotone
operation on a proset or lattice. Then generalise the proof from posets to categories.

21



Theorem 2.5 (Lambek’s Lemma). Let T be a functor on a category C. If the
final coalgebra ζ : Z → TZ exists then ζ is an isomorphism.

2.4 Coinductive definitions

In its simplest form a coinductive definition defines a map C → Z into a final
coalgebra Z by giving a map C → TC

C //

��

TC

��

Z // TZ

(19)

Then C → Z is uniquely determined by C → TC and finality of Z → TZ.

Example 2.6. Let TX = 2 ×XA and recall that the final coalgebra Z is the
automaton of all languages. We want to show that

ε /∈ 0 0a = 0

ε ∈ 1 1a = 0

ε ∈ L+M ⇔ ε ∈ L or ε ∈M (L+M)a = La +Ma

from Section 1.2 are coinductive definitions. For the first one, we take C = 1 =
{∗} and let h : {∗} → T{∗} be given by h(∗) = (0, λa.∗).

1
h //

∅
��

T1

T (∅)
��

Z
〈o,t〉
// TZ

(20)

To check that this indeed defines 0, we need to check that (20) commutes, where
we write ∅ : 1→ Z for the function that maps ∗ to the empty language. This is
indeed the case and follows by a simple (but tedious if spelled out in all detail)
unrolling of the respective definitions.

We leave the coinductive definition of 1 given by an h fitting into

1
h //

1

��

T1

T (1)

��

Z
〈o,t〉
// TZ

(21)

as an exercise.

For the last one we take C = Z × Z and C → TC becomes

Z × Z h→ 2 × (Z × Z)A (22)

(L,M) 7→ (ε ∈ L ∪M , λa.(La,Ma)) (23)
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Note how h arises from a direct transcription of

ε ∈ L+M ⇔ ε ∈ L ∪M (L+M)a = La +Ma

Again checking that

Z × Z h //

+

��

TZ

T (+)

��

Z // TZ

(24)

commutes establishes that + is defined coinductively by h.

After having gained some experience with the exercise above, we would ex-
pect

ε ∈ L×M ⇔ ε ∈ L and ε ∈M (L×M)a = La ×M + o(L)×Ma

to fall into the same schema, but any straightforward attempt will fail, because
the definition of× requires the use of +, which cannot be accommodated directly
by the format (19). This has to wait a bit . . .

2.5 Exercise: Duality, (co)algebras and (co)induction

In category theory we have a duality principle. Suppose we proved a theorem
stating that property P holds for all categories. Then P also holds for all
opposite categories. So we can reformulate P in terms of opposite categories
and get another theorem.

For example, dualising Definition 2.3, we define an object to be initial in C if
it is final in Cop. To highlight typical uses of duality do

Exercise 2.7. Convince yourself that

• an object A is initial if for all objects B there is a unique arrow A→ B,

• the dual of Proposition 2.4 says that any two initial objects are unique up
to canonical isomorphism,

• the dual of Theorem 2.5 says that the structure of an initial algebra is an
isomorphism.

In particular, Theorem 2.5 and its dual imply that if T : Set→ Set is a functor
then both initial T -algebras and final T -coalgebras are isomorphisms. Note
that these two statements are not dual to each other, as coalgebras over Set
are not dual to algebras over Set but dual to algebras over Setop. On the other
hand, the dual of Theorem 1.2 seems less useful as it turns a simple fact about
deterministic automata in Set into another statement in Setop that is equivalent
but less intuitive.
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To better appreciate that induction and coinduction are only dual ‘in the ab-
stract’ but not dual ‘in the concrete’ context of a specific category, it is worth
to look at [7] and at [53]. Barr [7] shows that under typical assumptions on
T the final T -coalgebra is the metric completion of the initial algebra. Worrell
[53] shows that while the initial algebra sequence of the powerset functor P
converges after ω steps, the final coalgebra sequence only converges after ω+ ω
steps.

The following exercise in reading diagrams shows that (the basic form of) in-
duction amounts to the initiality of the natural numbers.

Exercise 2.8. The algebra [0, S] : 1 + N → N is the initial algebra for the
functor TX = 1 +X.16 Show that the diagram

1 +X
z,s

//
OO

1+f

XOO

f

1 + N
[0,S]

// N

(25)

commutes if and only if

f(0) = z (26)

f(Sn) = s(f(n)) (27)

Remark 2.9. Initiality of the natural numbers, via Diagram (25), directly only
gives iteration (26) and (27). More complicated forms of induction or recursion
can be proved by combining (25) with other type constructors available in Set.
Ultimately, all forms of induction and recursion over the natural numbers can
be justified their initiality.

The solution for the folowing exercise can be found click here.

Exercise 2.10. Let TX = A×X. The final T -coalgebra is

〈head , tail〉 : AN → A×AN.

Give coinductive definitions of zip : AN×AN → AN, even : AN → AN and define
odd(l) = even(tail(l)). Prove by coinduction

zip(even(x), odd(x)) = x

for all x ∈ AN and justify your proof with the finality of AN (which in turn was
proved in Theorem 1.2).

16To explain the notation, 0 : 1→ N is the map that maps the element of 1 to the natural
number 0 and S : N → N is the successor function. In the same way, the constant map z
picks an element of X and s is a function X → X. + denotes coproduct (disjoint union) and
[0, S] and [z, s] are the maps that makes the obvious case distinctions. Similarly, the map
1 + f makes a similar case distinction, with 1 in 1 + f denoting the identity map on 1. (It is a
convenient abuse of notation to denote by the same symbol an object and its identity arrow.)
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3 Algebraic and coalgebraic structure

The aim of this section is threefold. First, we want to solve the problem we
left at the end of last section, namely how to account for the definition of
× coinductively. Second, we will reveal that the coinductive definition arises
from an intricate interplay of algebraic and coalgebraic structure that has many
interesting instances and about which we can prove powerful general theorems.
Third, we show how to solve guarded recursive equations in the final coalgebra.

All of this will be achieved by bringing into the picture the category theoretic
notion of a monad. In fact, for our exposition, we will not need the precise
definition of a monad (see the appendix) as we will use only one particular monad
and we will use it mainly as a notational device (or metaphor, as explained in
the introduction) in order to simplify and clarify our exposition. The notion of
a monad is then required to say precisely how far the methods of this seciton
generalise and to prove general theorems making this method more powerful.

This section can also be seen as an introduction by one example to the mathe-
matical theory of structural operational semantics initiated by Turi and Plotkin.
See Section A.7 for more on this.

3.1 Coinductive definitions, continued

Let us go back to the problem of solving the equation

(L× L′)a = La × L′ + o(L)× L′a

via the existence of a unique arrow into the final coalgebra. The problem was
that starting with a pair (L,L′) in the upper left corner in the diagram

Z × Z h //

×
��

TZ

T (×)
��

Z // TZ

(28)

the left-hand side (L×L′)a of the equation corresponds to going down and right
in the diagram and the right-hand side La × L′ + o(L)× L′a should correspond
to going right and down. But with the format of the diagram, we can only
represent right-hand sides that use a × and o and t, but not any of the other
algebraic operations such as +.

Therefore we are going to collect all terms that can be formed from the semiring
operations in one operation M that maps a set X to the set MX for all semiring
terms over X modulo the idempotent semiring equations.

Such an M is a monad, but we do not need to know this right now.
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Instead of writing three separate Diagrams (20), (21), (24), we can now write
just one and even capture ×:

MZ
h //

[[−]]
��

TMZ

TM([[−]])
��

Z // TZ

(29)

The function [[−]] we want to define coinductively, that is by specifying h, is
evaluation of semiring terms containing languages as additional constants. For
example, we want that [[(0+1)×(1×L)]] = L for any L ∈ Z, or that [[{a}×{b}]] =
{ab}.

Technically, we need that M is a functor. That is easy. Given f : X → Y , we
define Mf : MX → MY simply by taking a term t in MX and replacing all
occurrences of some x ∈ X in t by f(x).

Next, we need to check that definition (6), repeated here for convenience,

ε /∈ 0 0a = 0
ε ∈ 1 1a = 0

ε ∈ L+ L′ ⇔ ε ∈ L or ε ∈ L′ (L+ L′)a = La + L′a
ε ∈ L× L′ ⇔ ε ∈ L and ε ∈ L′ (L× L′)a = La × L′ + ō(L)× L′a

(30)

does specify a map h : MZ → TMZ. To this end, denote the components of h
by o and t so that we have h = 〈o, t〉 and let us write 〈oZ , tZ〉 for the structure
of the final coalgebra. With this notation (30) becomes, with l, l′ ∈MZ,

o(0) = 0 t(0)(a) = ∅
o(1) = 1 t(1)(a) = ∅

o(l + l′) = o(l) ∨ o(l′) t(l + l′)(a) = t(l)(a) + t(l′)(a)
o(l × l′) = o(l) ∧ o(l′) t(l × l′)(a) = t(l)(a)× l′ + ō(l)× t(l′)(a)

(31)

which, together with a base case for elements L ∈ Z 17

o(L) = oZ(L) t(L)(a) = tZ(L)(a) (32)

is an inductive definition over the structure of semiring terms of the map

MZ
h=〈o,t〉

// TMZ, (33)

which is the map which in turn provides the coinductive definition of the desired
interpretation MZ → Z of semiring terms as operation on the set Z of all
languages.

To summarize, we have seen how the notation of a monad M allows us account
for more complicated coinductive definitions that use arbitrary algebraic terms
on the right hand side.

17Recall that Z ⊆MZ and that MZ is the set of terms over Z, so to define a function from
MZ we need to define it on elements of Z and on the operations of the signature.
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We also would like to emphasize that (31) is both an inductive definition of
MZ → TMZ as well as a coinductive definition of MZ → Z.

There is one technical complication we didn’t talk about. Namely that MZ is
the set of semiring terms over Z quotiented by the idempotent semiring equa-
tions. To finish our development we have to show that (33) is a semiring mor-
phism, that is, that (31) preserves the equations of idempotent semirings. This
is not difficult to verify: Use that the semiring structure of TMZ = 2 ×MZA

is given by the fact that both 2 and MZA are idempotent semirings.

Exercise 3.1. Show that (33) is indeed a semiring homomorphism.

Exercise 3.2. Show that the function [[−]] in (29) defined coinductively via (31)
satisfies, as intended,

[[0]] = ∅
[[1]] = {ε}

[[l + l′]] = [[l]] ∪ [[l′]]
[[l × l′]] = [[l]] · [[l′]]

(34)

[Hint: By the uniqueness of an arrow into the final coalgebra, it is enough to
show that the function [[−]] defined by (34) does make (29) commute.]

Let us quickly step back and take stock of what we have done. We have seen
that the semiring structure on the automaton Z can be defined coinductively
and we have justified the schema of coinductive definition by using the universal
property of Z as a final coalgebra. Of course, the obvious inductive definition
of the semiring structure given by (34) is easier than the coinductive one given
by (31). So what have we gained?

Maybe not so much if we only look at this particular example. But broadening
the perspective we have gained a lot because the same principle of coinductive
definitions carries over to coalgebras of all type functors and applies to coinduc-
tive definitions that do not have an obvious description in terms of set-theoretic
operations such as ∪ and ·. Moreover, notice that the inductive definition (34)
only works in case we choose, among all isomorphic final coalgebras, the par-
ticular one which has the set of all languages as its carrier. On the other hand,
the coinductive definition (31) is purely in terms of the coalgebra structure and
independent of any particular set-theoretic presentation of the final coalgebra.

Furthermore, in the Section 3.3 we will see that the same technique will allow
us to solve guarded recursive equations in the final coalgebra.

3.2 Coalgebras over algebras

[This section can be skipped. But it illustrates some interesting points that will
be mentioned later again.]

We have equipped the final coalgebra Z with the structure of a idempotent
semiring using coinductive definitions. But taking a closer look at (31), we see
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that there is more important structure hidden. Namely, (31) tells us that not
only Z but also TZ carries the structure of a semiring and that Z → TZ is a
semiring morphism.18 This is a very important observation as it shows that the
final semantics is compositional wrt semiring operations.

To see that (31) implies that TZ = 2× ZA carries the structure of a semiring,
let us write (b, l) for an element of TZ. Then we define

0 = (0, λa.∅)
1 = (1, λa.∅)

(b, l) + (c,m) = (b ∨ c, λa.l(a) ∪m(a))
(b, l)× (c,m) = (b ∧ c, λa.l(a) ·M ∪ c ·m(a))

(35)

where 0, 1 in the left-hand column refer to the defined operations on TZ and
in the right-hand column they refer to the elements of the Boolean algebra 2 of
truth-values. M is an abbreviation for the language given by (c,m), that is,

M = c · 1 ∪
⋃
a∈A
{a} ·m(a).

In c ·m(a) we abuse notation and identify 0, 1 ∈ 2 with 0 = ∅ and 1 = {ε} in Z.

Of course, to substantiate the claims made in this subsubsection one needs to
solve

Exercise 3.3. Check that with the definitions of (31) and (35), the final coal-
gebra structure Z → TZ becomes a semiring homomorphism.

3.3 Solutions of guarded recursive equations

In Section 1.3 on context-free grammars, we described the language given by a
context free grammar (in Greibach normal form) in terms of equations

x = a× x× y + 1
y = b

(36)

or, shorter,
x = axy + 1
y = b

(37)

Such equations are called guarded recursive, where guarded refers to the left-
most symbol on the right-hand side not being one of the recursion variables.

Already in the book by Barwise and Moss (1996), it is noted that a system
of such equations corresponds to a coalgebra. As they are interested in solving
equations such as

x = {x} (38)

18Categorically speaking, T can be lifted to a functor on idempotent semirings and Z → TZ
then can be considered as a coalgebra not over sets but over idempotent semirings.

28



a system of equations is simply a coalgebra

X → PX

where P is the powerset functor.19 Furthermore, such systems of equations have
unique solutions [[·]] : X → Z in the final coalgebra given by

X //

[[·]]
��

TX

��

Z // TZ

(39)

For example, with X = {x} and the equation (38) we have that [[x]] is the
non-well founded set that can be pictured as a loop or also as an infinite list 20

• dd • // • // • // · · · (40)

The case of context-free languages is more complicated because the right-
hand sides may involve arbitrary terms formed from the signature of a semiring.
To explain this in more detail note that the right-hand side of (38) only involves
{·} and that {·} – denoting set-formation – comes from P, that is, T itself. On
the other hand, the right hand sides of (37) do not only involve o and t, but
also 0, 1,+,×. That is, we are really looking at systems of equations of the kind

X → 2×MXA

where MX is as in Section 3.1 the set of semiring terms over X modulo the
idempotent semiring equations.

For example, (37) corresponds to the map 〈o, t〉 : X → 2×MXA given by

X = {x, y} o(x) = 1 t(x)(a) = xy t(x)(b) = 0
o(y) = 0 t(y)(a) = 0 t(y)(b) = 1

(41)

where we abbreviate x× y by xy.

Exercise 3.4. What is the map X → 2×MXA corresponding to (9)?

Above, we said that our situation is more complicated than the one discussed
by Barwise and Moss, as we have terms in MX on the right-hand side of the
equations. Nevertheless, it is still the case that all guarded recursive equations
of the form X → 2 ×MXA have unique solutions in the final coalgebra of all
languages.

19Some readers may worry about the existence of a final coalgebra for the powerset functor,
but this is not a problem. One can either restrict to finite subsets or allow the carrier of the
final coalgebra to be a proper class. Either works fine.

20The answer to the question why these two presentations are equivalent is that they are
bisimilar.

29



Let us try to find out what the general picture behind this is. First, it looks
like we are in some trouble: We want solutions in the final coalgebra

Z → TZ

but our guarded recursive equations are of the form

X → TMX.

Of course, if we could extend X → TMX to MX → TMX, we would have a
coalgebra and, hence, a unqiue morphism MX → Z and then also X →MX →
Z.

How can we obtain MX → TMX from X → TMX?

Fact 3.5. Let B be an idempotent semiring. Then any function X → B extends
to a semiring morphism MX → B uniquely determined by making

X //

""

MX

��

B

commute.

(In order to check the claim, one defines MX → B by extending the map
X → B to terms over X, noting that terms over X modulo the axioms of an
idempotent semiring are in 1-1 correspondence with elements of M .)

Remark 3.6. The fact above is often formulated by saying that MX is (the
carrier of) the free semiring over X. More generally, for any monad M it is the
case that MX is (the carrier of) the free algebra over X.

We see from the fact that to answer our question, it is enough to equip TMX
with the structure of an idempotent semiring. But, wait, haven’t we done
something like this in (35)?

To see that (6) implies that TMZ = 2×MZA carries the structure of a semiring,
let us write (b, f) for an element of TMZ. Then we define

0 = (0, λa.∅)
1 = (1, λa.∅)

(b, f) + (c, g) = (b ∨ c, λa.f(a) + g(a))
(b, f)× (c, g) = (b ∧ c, λa.f(a)×m+ c× g(a))

(42)

where m = c× 1 +
∑
a∈A a× g(a).

Let us summarise. We have recast in categorical terminology how the pro-
duction rules of a CFG correspond to guarded recursive equations and how their
solution is computed by the unique arrow into the final coalgebra. To do this,
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we had to recognise that the final coalgebra is a coalgebra internal in the cat-
egory of idempotent semirings. This corresponds to the fact the semantics is
compositional, that is, for example,

[[axy + 1]] = [[a]] · [[x]] · [[y]] ∪ 1

Note that this is indeed the crucial property in the definition of ‘the language
of a CFG’: One computes the language of, say, xy by computing the language
[[x]] of x, the language [[y]] of y and then concatenating to [[xy]] = [[x]] · [[y]].

We have also seen that for a context free grammar X → TMX, the correspond-
ing automaton

MX → TMX

can be seen as a recogniser for the language of the context free grammar, see
Section 1.3.

3.4 Distributive laws and bialgebras

We have seen that the coinductive definition (6) gives rise to a rich structure:
An algebra structure MZ → Z on the final coalgebra Z, as well as on TZ
and TMZ, and a coalgebra structure MZ → TMZ on the algebra MZ.21 We
also have seen that Z → TZ is an algebra morphism, showing that the final
semantics of the algebraic operations is compositional, a feature that is at the
core of denotational semantics. In this section, we will sketch how all of these
properties and more arise from a simple category theoretic idea, namely that of
a distributive law, which are natural transformations of a certain kind.

Definition 3.7. Given categories C,D and functors F,G : C → D, a natural
transformation τ : F → G is a family τC : FC → GC indexed by objects of C
such that Gf ◦ τC = τC′ ◦ Ff for all arrows f : C → C ′ in C.

The definition is best remembered as a commuting diagram

FC
τC //

Ff

��

GC

Gf

��

FC ′
τC′ // GC ′

Intuitively, this condition means that τ only depends on F and G but is invariant
under transforming the index C, see Section ?? for more details.

We will now show that the coinductive defintion (6) gives rise to a distritubive
law. First, in order to emphasize that the relationship between distributive
laws and structural operational semantics is a general one, we now use notation
common in the structural operational semantics of process algebras as follows:

21Recall that MZ in our example was the free idempotent semiring over Z.
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process algebraic sugar coalgebra 〈o, t〉 : X → 2×XA

x⇑ o(x) = 0

x⇓ o(x) = 1

x
a−→ y t(x)(a) = x′

ō(x) again abbreviates the side condition “if x⇓ then 1 else 0””

We now rewrite (6) in yet a another form.

0
a−→ 0

(43)

x⇓
(x+ y)⇓

y⇓
(x+ y)⇓

x
a−→ x′ y

a−→ y′

x+ y
a−→ x′ + y′

(44)

1⇓ 1
a−→ 0

(45)

x⇓ y⇓
(x× y)⇓

x
a−→ x′ y

a−→ y′

x× y a−→ x′ × y + ō(x)× y′
(46)

This notation emphasises the reading of the coinductive defintion (6) in terms
of transition relations. For example, we read (44) as saying that the ‘process’
x+y succedes if either x or y do, and, moreover, as showing how the a-successor
of x+ y arises from the a-successors of x and y.

The aim of this section is that the above can be succinctly summarised as a
distributive law

MT → TM

or a slight variation thereof. The mathematical benefit obtained from this is
explained in more detail in Appendix ??.

Union of languages, coinductively

The purpose of the next exercise is to show that (43) and (44) can be understood
as defining a natural transformation

MT → TM

where now M is the monad of semi-lattices generated by operation (0,+) and
T is is as before the functor for deterministic automata:

Exercise 3.8. Let TX = 2 × XA as before and let Pω be the finite powerset
functor, that is, PωX is the set of finite subsets of X. We can identify elements
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of PωX with terms over the signature (0,+) modulo the equations of a semi-
lattice.22 Recalling from ... the definition of TX and PωX on maps, show
that

Pω(2×XA)
τX−→ 2× (PωX)A

{(bi, li) | i ∈ I} 7→ (
∨
{bi | i ∈ I}, λa.{li(a) | i ∈ I})

(47)

is a natural transformation.23

Next we need to convince ourselves that (47) indeed captures the clauses for
0 and + from (6), or equivalently from (43) and (44), which were formalised in
Section 2.4 using the unique arrows into the final coalgebra Z → TZ given by
(20) and (24).

To this end we check that the diagram below, with M = Pω and TX = 2×XA

and
⋃

: MZ → Z, commutes.

MZ //

��

MTZ
τZ // TMZ

��

Z // TZ

(48)

In more detail: The lower horizontal map in the diagram is given by Z being a
final coalgebra. The upper horizontal map contains the coinductive definition
given by applying M to the final coalgebra structure and post-composing with
the distributive law τ : MT → TM from (47). By finality, this determines a
unique arrow MZ → Z. To conclude that this MZ → Z is given by union, it
is enough to check that with

⋃
: MZ → Z Diagram (48) commutes:

Exercise 3.9. Show that Diagram (48) commutes. In detail: Starting with
a finite set of languages S = {Li | i ∈ I} in the upper left-hand corner of
Diagram (48), show that 〈o, t〉 ◦

⋃
(S) = T (

⋃
) ◦ τZ ◦Pω(〈o, t〉)(S). Decomposing

〈o, t〉 this amounts to checking

o(
⋃
S) =

∨
{o(Li) | i ∈ I},

t(
⋃
S)(a) =

⋃
{t(Li)(a) | i ∈ I}.

22To be really precise, there are three monads involved here: S → S/≡ → Pω , where S is
the monad of all terms generated by operations (0,+) and S/≡ is the monad of these terms
quotiented by the equations of semi-lattices. The natural transformation SX → PωX maps 0
to the empty set and + to union. In our present discussion we confuse but simplify matters
by largely ignoring S and not distinguishing between S/≡ and Pω . For more details, see
Appendix ??.

23If we represent sets as semi-lattice terms the same can be written as

τ : PωT → TPω
0 7→ (0, λa.0)

(b, l) + (c,m) 7→ (b ∨ c, λa.l(a) +m(a))
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To summarize, we have seen an example of how a coinductive definition of
algebraic operations M on T -coalgebras corresponds to a natural transformation

MT → TM.

Having seen union of languages, we will continue with a more involved example,
namely concatenation.

Concatenation of languages, coinductively

To account for the definition of ×, the simple scheme needs to be complicated
somewhat. Skipping the next exercise does not disturb the flow of the overall
development.

The purpose of the next exercise is to show that × fits into the slightly more
general form

M(X × TX)→ TMX

The intuition here is that in a distributive law of the kind MT → TM , the
T -semantics of an expression such as x+y does depend only on the T -semantics
of x and y but not on x and y themselves. On the other hand, in (46)

x× y a−→ x′ × y + ō(x)× y′

we see a y on the right hand side of
a−→.

Exercise 3.10. Continuing from Exercise 3.10, let MX be the set of terms
over X built from operations (0, 1,+,×) modulo the equations of an idempotent
semiring. Show that

M(X × TX)
τX−→ TMX

0 7→ (0, λa.0)

(x, b, l) + (y, c,m) 7→ (b ∨ c, λa.l(a) +m(a))

1 7→ (1, λa.0)

(x, b, l)× (y, c,m) 7→ (b ∨ c, λa.l(a)× y + b×m(a))

(49)

is a natural transformation.

We need to check that the τ of (49) indeed defines on languages the operations
(∅, {ε},∪, ·). To this end we check that the diagram below, with M as in the
exercise above and TX = 2 × XA and [[−]] : MZ → Z given by (∅, {ε},∪, ·)
commutes.24

MZ //

[[−]]
��

M(Z × Z) // M(Z × TZ)
τZ // TMZ

TM [[−]]
��

Z // TZ

(50)

24In detail, [[−]] is defined inductively via [[z]] = z for z ∈ Z and [[0]] = ∅, [[1]] = {ε},
[[x + y]] = [[x]] ∪ [[y]], [[x × y]] = [[x]] · [[y]]. The purpose of the exercise is to show that this
inductive definition coincides with the coinductive one given by the final coalgebra.
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(The unlabelled arrows are to be labelled in the obvious way: Z → TZ is the
final coalgebra structure, Z → Z×Z is the ‘diagonal’ z 7→ (z, z), with the upper
row applying M to these arrows as appropriate.)

Exercise 3.11. Show that Diagram (50) commutes. In detail: By induction
on the structure of terms in MZ, we have 4 cases: for 0, for 1, for x+ y and for
x × y. In each case the commutativity is established by chasing the respective
terms through the diagram. For example, starting with x+ y in the top-left, we
find that both paths through (50) map x+ y to (o([[x]]) ∨ o([[y]]), λa.t([[x]])(a) ∪
t([[y]])(a)). 25

To summarize, we used notation from category theory to organise some well-
known notions of formal languages and automata theory:

• behaviour can be encoded in a functor T

• coinductive definitions arise from arrows into the final T -coalgebra (the
automaton of all languages)

• algebraic operations and equations can be encoded in a functor M(such
functors M have the special property of being a monad, which is discussed
more fully in the appendix)

• packaging up algebraic operations in one functor M and coalgebraic opera-
tions (‘observsevers’, ‘destructors’) in one functor T gives many notational
advantages which we exploited for example in Diagrams (19), (29), (48),
(50)

• most notably, we saw that our example of a coinductive definition can be
brought in to the simple form of a natural transformation

MT → TM

Apart from giving us notational benefit, we saw that category theory also pro-
vided us with some useful results:

• there is a unique homomorphism into the final coalgebra

• all final coalgebras are isomorphic

• the structure of the final coalgebra is an isomorphism

I would like to finish this introduction with another example. Namely, if one
has a distributive law MT → TM , then

• initial algebra and final coalgebra semantics coincide

25Use that by definition of how M acts on arrows we have that Mf(0) = 0 and Mf(1) = 1
and Mf(x+ y) = Mf(x) +Mf(y) and Mf(x× y) = Mf(x)×Mf(y) and use the definition
of [[−]] of Footnote 24.
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• bisimilarity is a congruence

This can be seen from the following diagram

MZ // Z // TZ

MI //

OO

I //

OO

TI

OO

(51)

MI → I is the initialM -algebra, Z → TZ is the final T -coalgebra. We have seen
how algebra structure MZ → Z arises from the distributive law via coinduction.
One obtains I → TI in a dual manner. Now there are two arrows I → Z, one
given by initiality of I and the other by finality of Z. But, in fact, these
two arrows have to be the same, that is, initial and final semantics coincide.
Moreover, this arrow is the largest bisimulation on I (because Z is final) and is
a congruence (because it is an algebra morphism).

Much more structure arises from distributive laws, see Appendix B.9.

3.5 Exercise: Natural transformations

In the previous section, we have seen that a structural operational semantics
appears as a natural transformation. In this section we try to get a better
intuition for natural transformations and collect more examples: Polymorphic
functions and even modal operators are natural transformations.

One point we will make is that if you want to characterise explicitly the natural
transformations F → G between two given functors F,G then try the Yoneda
lemma.

3.5.1 Polymorphic functions

We think of functors as type constructors. Then there is only one polymorphic
function from the identity-functor to the identity-functor, namely the identity
function:

Exercise 3.12. Let Id be the identity functor Set → Set. There is only one
natural transformation Id→ Id. [Hint: Conclude from

1
τ1 //

f

��

1

f

��

X
τX // X

that τX is the identity.]

This generalises to the fact that the only ‘polymorphic’ functions A×X →
B×X are those which act on the parameters according to some function A→ B
and are the identity on X:
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Exercise 3.13. Show that there are exactly two natural transformations Id→
P.

Exercise 3.14. On the category Set, consider the functors FX = A ×X and
GX = B ×X. Show that the natural transformations F → G,

A×X → B ×X,

are in bijection with maps A→ B.

The term ‘polymorphic’ comes from programming: As shown in the exercise,
the transformations A×X → B ×X natural in X are those functions that can
be programmed without knowing the datatype X, that is, they are polymorphic
in X. This correspondence carries over to more complicated examples, as we
are going to explore now.

The next question is what are the natural transformations

X ×X → X ×X

Our intuition is that natural transformations have to act as the identity on X,
but here they can depend on the position of the elements of X, so that there
are exactly 4 natural transformations given by, respectively,

(x1, x2) 7→ (x1, x2)

(x1, x2) 7→ (x2, x1)

(x1, x2) 7→ (x1, x1)

(x1, x2) 7→ (x2, x2)

This example suggests that natural transformations do not change the values
x1, x2 but may change their ‘position’.

A generalisation of the above example (note that X ×X ∼= X2) is the following

Exercise 3.15. On the category Set, consider the functors FX = XA and
GX = XB . Show that the natural transformations F → G,

XA → XB ,

are in bijection with maps B → A.

This last exercise can be solved either by explicit combinatorial consider-
ations, or by using a simple but powerful category theoretic device called the
Yoneda lemma, see Appendix B.7.

3.5.2 Modal operators

Modal operators � and ♦ can be seen as providing a logic of PX and this can
be extended recursively to all modal formulas as in Definition A.4.
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If modal logic (with empty set of atomic propositions) is the logic of coalgebras

X → PX

it is natural to ask what is the modal logic of a T -coalgebra

X → TX.

For more on this question see Section A.10.

For the purposes of the following, we will not distinguish between a modal
operator such as � or ♦ and its semantics. The semantics of a modal operator,
given a coalgebra ξ : X → TX is a function

2X → 2X .

What should be a modal operator for T -coalgebras? Recall that 2− is a con-
travariant functor, so we can look at and factor the semantics of a modal oper-
ator 2X → 2X through the inverse image 2ξ = ξ−1 of the coalgebra structure:

2X oo
2ξ

vv
2TX oo

λX
2X (52)

For each such λ and x ∈ X we can define the semantics of a modal operator [λ]

x  [λ]φ ⇔ x ∈ (2ξ ◦ λX)(φ) (53)

Natural transformations 2X → 2TX are called (unary) predicate liftings.

Exercise 3.16. 1. For TX = PX defining λX(φ) = {a ⊆ X | a ⊆ φ} we
have

x  [λ]φ ⇔ ξ(x) ⊆ φ

which is just the usual semantics of the � operator.

2. Check that the λX above is natural.

3. Define the λ that corresponds to ♦.

4. Using the Yoneda lemma show that (unary) predicate liftings are in bijec-
tive correspondence with 2T2.

5. List all (unary) predicate liftings for T = P. Can you show that they
correspond (up to logical equivalence) to all formulas of modal logic that
can be written with formulas in one free propositional variable p and where
every occurrence of p is under the scope of exactly one modal operator?

6. Show that if a λ as in (52) is natural then the semantics of [λ] according
to (53) is invariant under T -bisimilarity.
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This exercise gives a good flavour of working in coalgebra. The definition (52) of
a modal operator via predicate liftings works in any category for which we have
a contravariant functor 2−. The semantic (53) assumes that T is a functor on
Set but various generalisations to other concrete categories suggest themselves.
In these categories, naturality allows us to recover, but now for arbitrary T , the
property that we presented in Section A.10 as a central observation of modal
logic (item 6 above). The proof of item 6 uses some easy manipulation of
diagrams. On the other hand, the proof of item 5 is more difficult and exemplifies
that categorical properties may be correspond to complicated combinatorial
results the proof of which requires familiarity with the subject are (here modal
logic) and cannot rely on typical category theoretic techniques.
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A Further topics and pointers to the literature

So far we have used category theory only to clarify a few concepts. Some of the
benefits achieved were:

• The coalgebraic view on automata suggested the importance of the coal-
gebra of all languages.

• The automaton of all languages is the final coalgebra, which justifies proofs
and definitions by coinduction.

• Choosing the final coalgebra as our semantic domains allows us to solve
all guarded recursive equations uniquely.

• The interplay of algebraic and coalgebraic structure necessary for inter-
esting coinductive definitions and recursive equations, can be formulated
succinctly in terms of certain natural transformations, called distributive
laws,

MT →MT

if we are willing to use coalgebras for a functor T and algebras for a monad
M .

We have also seen a small number of category theoretic results that gave us
confidence to be on the right track. For example,

• Final coalgebras are unique up to isomorphism.

• Largest fixpoints of a monotone operation on a poset are a special case of
final coalgebras. Dually, least fixpoints are initial algebras.

• The structure of an initial algebra or a final coalgebra is an isomorphism.

While I hope that these observations are interesting in their own right, their
main purpose is not to teach us something about automata theory. Their pur-
pose is to illustrate concepts of astonishing generality.

Accordingly, two driving forces of the research on coalgebraic methods in com-
puter science are

• generalising and axiomatizing, trying to find the most general assumptions
under which certain results on coalgebras can be established,

• specialising coalgebraic methods to particular examples.

The first emphasises mathematical theorems, the second applications to com-
puter science. The beauty of the subject is in the interplay of the two. We will
see examples of this in the following subsections.
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A.1 Probabilistic transition systems and other examples

We list some examples that have been influential in our understanding of coal-
gebras. Next to the examples we have seen in the lectures, various probabilistic
transition systems stand out as one success story of coalgebra.

A.1.1 Coalegbras generalising automata

The simplest example of coalgebras are coalgebras

X → A×X,

that is, coalgebras for the functor TX = A×X. The behaviour of these coalge-
bras can be understood as streams (infinite lists) over A. While they are very
simple, they already reveal a lot of interesting structure and have been studied
in detail by Rutten and collaborators eg in [39, 40, 42, 43, 26]. This line of re-
search also studies the interplay of algebraic and coalgebraic structure of which
Section 3 gave an example. The plan to study streams and then generalise has
also been exploited in the introductory course [].

The main example of these notes

X → 2×XA,

deterministic automata, is only slightly more complicated than streams, now
involving also input and not only output. It also goes back to Rutten, see [38],
and many variations have been studied eg in [].

A.1.2 Coalegbras generalising transition systems

From the point of view of modal logic and also of concurrency and set theory,
the paradigmatic example of coalgebras is

X → PX

or also
X → P(A×X)

for transition systems labelled in A.26 The importance of this example is not
only that it cuts across modal logic, set theory and concurrency, but also that
exhibits bisimulation as a coalgebraic notion, see Sections 1.5 and A.5 and B.3.

Coalgebra provides a general theory of bisimulation, uniform over a wide variety
of examples. One of the most successful directions of research in coalgebra has
been to take results from modal logic/concurrency and generalise it to coalge-
bras. This line of research is already visible in Aczel’s book on Non-well founded
set theory [3] and the paper by Aczel-Mendler on A final coalgebra theorem [4].

26Note that P(A ×X) ∼= (PX)A so that in this example we can think of A as input or as
output.
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This work brought to light that P-coalgebra-morphisms capture bisimularity,
gave a coalgebraic definition of T -bisimularity, and proved an important the-
orem on T -coalgebras, namely the existence of final coalgebras, without any
special assumptions on T .

Of course, once you start getting new general results, it becomes interesting to
look for more examples that fall into the scope of the general theory.

Probabilistic transition systems come in many variations. A simple but impor-
tant idea is to replace the powerset functor P with the distribution functor D
which is defined so that DX is the set of finitely supported probability dis-
tributions.27 The final coalgebra for D is not interesting because, intuitively,
there are no interesting observations that can be made.28 The comparison with
P-coalgebras suggests to consider variations such as 1 +D or D(A× Id).29 The
possibly earliest (?) example of this research direction is by Vink and Rut-
ten [15, 16] showing that coalgebraic bisimulation arising from the distribution
functor D coincides with the classic notion from concurrency. Other examples
include [?, 10, 27, ?]

Probabilistic transition systems on infinite state spaces lead to consider coalge-
bras on topological spaces or measurable spaces. Two monographs on this very
interesting topic are [].

A.1.3 Coalgebras beyond transition systems

topological spaces with open maps
neighborhood frames
monotone neighbourhood frames
conditional logic
...

A.2 Composing Functors

The previous section, Section A.1, emphasised a variety of basic functors Set→
Set of interest to coalgebra. It is important to notice that from these basic
functors we can build an infinite collection of potentially interesting functors by
composition.

For example, it is of interest to mix non-determinism with probabilism. A
prominent example are Segala systems [] and relatives []. These systems were
originally studied in concurrency as independent variations, but can be unified

27DX = {d : X → [0, 1] |
∑
x∈X d(x) = 1 and d(x) = 0 except for finitely many x ∈ X}.

On functions (Df)(d)(y) =
∑
f(x)=y d(x) for f : X → Y . Exercise: Show that D is a functor

(even a monad).
28Exercise: The final D-coalgebra is the one element coalgebra. Contrast this with final
P-coalgebras.

29D≤X = {d : X → [0, 1] |
∑
x∈X d(x) ≤ 1 and d(x) = 0 except for finitely many x ∈ X}

is ismorphic to 1 +D.
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as coalgebras for functors that all arise from different ways of composing the
functors P and D ... [13, 14]

Defining classes of interesting functors by basic functors and closing under com-
position has been an important tool in domain theory (see eg [1]) and functional
programming (see eg the discussion on strictly positive functors in Lecture 4 of
Venanzio Capretta’s MGS lecture on λ-calculus).

Indeed, inductively defined classes of functors also play a role in coalgebra, for
example the class of Kripke polynomial functors [37, 36, 28].

But a specific coalgebraic point of view on systems is to investigate T -coalgebras
either by proving results for aribrary functors T or by axiomatically restricting
the class of functors T . Early examples of this line of research are Rutten’s
Universal Coalgebra discussed in the next section and Moss’s coalgebraic logic,
see Section A.10.1 (and in both works, restricting to weak pullback preserving
functors plays a big role).

In some sense, this shift of perspective from the properties of basic functors to
the properties of classes of functors explains much of the differences between the
areas of domain theory and coalgebra (another being that much, but certainly
not all, of coalgebra is concerned with functors on sets whereas domain theory
is concerned with functors on ordered and metric structures).

The shift to classes of functors is motivated mathematically by clearly stating
the minimal assumptions needed to prove specific results. But also from a more
practical point of view, the shift to simpler base categories such as Set increased
the number of interesting examples of functors enough so that it becomes desir-
able to have results formulated generally enough so that they are robust against
adding more basic functors into the class of “interesting” ones.

A.3 Universal Coalgebra

Universal algebra is the area of mathematics which generalises examples of alge-
bras such as monoids, groups, rings, lattices, Boolean algebras, etc to algebras
given by a operations and by equations (aka generators and relations). A number
of interesting results, such as the isomorphism theorems or Birkhoff’s character-
isation of varieties (ie equationally definable classes of algebrasas) as so-called
HSP classes can be proved at that level of generality. More recently universal al-
gebra became important in solving some outstanding questions about constraint
satisfaction problems.

Universal coalgebra [41] investigates properties of dynamic systems at a similar
level of abstraction by dualising algebras to coalgebras. Coalgebraic duals to
some theorems of universal algebras, such as the isomorphism and HSP theorems
can be established [19, 18, 6]. The proposal that model logics ‘dualise’ equational
logic was made in [33, 32, 31].

Beyond these basic results of universal algebra, the theory of universal algebra
and universal coalgebra diverge. Roughly speaking the reason is that in both
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cases one is (not exclusively but) mostly intersted in algebras over Set and
coalgebras over Set and Set is not self-dual. In other words, properties that
distinguish between Set and Setop are responsible for the differences between
universal algebra and universal coalgebra (after all, coalgebras over Set are
algebras over Setop.)

For example, in universal algebra, lattices of congruences and Malcev terms play
an important role. A category theoretic account of some this can be found in
[17]. The classes of categories studied in [17] (such as Malcev, protomodular and
semi-abelian) are typically not closed under dualisation and are not immediately
relevant to coalgebras over Set.

On the other hand, for coalgebras over Set the notion of bisimilarity (or be-
havioural equivalence or coalgebraic equivalence or observational equivalence as
we also have called it) plays an important role and it does not have a counterpart
in universal algebra. We will discuss this in more detail in Section ??.

An important line of investigation in universal coalgebra consists in relating
properties of functors T with properties of T -coalgebras. For example, Rutten’s
original [41] contains a number of important results linking properties of the type
functor T with properties of bisimulations. For instance, if T preserves weak
pullbacks then the composition of bisimulations is a bisimulation. In a series of
papers [21, 24, 23, 20, 25, 22], Gumm and T. Schröder showed that typically
the converse of these results holds as well. For instance, if the composition of
bisimulations is a bisimulation, then T preserves weak pullbacks.

Another important line of investigation asks which of these results can be ex-
tended to other base categories than Set. Often, one would assume that the
base category is locally finitely presentable, see eg [5], and that the functor T is
finitary.

A.3.1 Universal Algebra

Ideas taken from universal algebra inspired a lot of the early work on universal
coalgebra. For example, Rutten showed that the well-known isomorphism theo-
rems also hold in universal coalgebra. And it was soon shown that also Birkhoff’s
variety theorem can be dualised to (different variations of a) covariety theorem
[]. But after these initial successes, it became clear that differences between
the two subjects are certainly larger than initially thought. Nevertheless, there
could still be something to discover here.

I want to add some remarks on the differences between universal algebra and
universal coalgebra.

bisimulation, malcev, borceux/bourn, ...

A.3.2 Domain Theory

As remarked above, the technical differences to domain theory, at least in the
early stages of coalgebra, have been the focus on classes of functors on Set.
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With this comes also another shift in emphasis, namely away from denotational
semantics of programming languages to models of computation. Whereas many
developments in domain theory started from looking at programming languages
(such as the lambda calculus, PCF, ...), in coalgebra one more often likes to
start with the coalgebras and only ask then what a programming language for
them would be. 30

While these differences may lead to technically quite different tools and methods,
from a slightly wider point of view it seems appropriate to think of both areas
as part of the same subject.

In particular, order-enriched and metric-space-enriched coalgebra is interested in
essentially the same structures as domain theory. But the emphasis on general
functors may bring some new results, see eg [].

To close the circle of ideas in this section on universal coalgebra, work on order-
enriched and metric-space-enriched coalgebra, in order to build modal logics
via duality, also raises interest in ordered-enriched and metric-space-enriched
universal algebra, a topic in which there are still novel results to achieve [] and
which deserves further exploration.

A.4 Final coalgebras

The importance of final coalgebras was well-known in domain theory as final
not only are solutions to domain equations but, typically, are the desired solu-
tion. But as in many categories of domains initial algebras and final coalgebras
coincide, and since initial algebras where more familiar at the time, it took some
time for the importance of final coalgebras to become widely recognized. As far
as I can judge, the turning point was Aczel’s book Non-well founded set theory
[] and the paper [].

The book starts from the question of how to give a semantics to Milner’s Cal-
culus of Communicating Systems (CCS). Aczel uses the ideas of domain theory,
but notices that the relevant domain equation

X ∼= P(A×X)

can be solved in the category of sets if one is willing to work in a category where
proper classes are admitted as objects.31 Actually, in the book, he shows that
in the category of non-well founded sets the class of all non-well founded sets Z
solves the equation

Z = PZ

up to equality. There are a few publications on solving domain equations up
to equality, but while elegant if possible, this typically introduces unnecessary

30But, of course, many classic texts in domain theory such as the Compendium [] put the
mathematical perspective first as well.

31The real obstacle to solving domain equations are mixed variance operations such as
X 7→ XX . These do require the techniques invented by Dana Scott [], see also [2].
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complications. For example, it makes solutions dependent on set-theoretic foun-
dations and ‘implementation details’ that should not be relevant.32 Moreover,
the isomorphisms

Z ∼= TZ

have computational meaning. TZ → Z is sometimes called ‘fold’ and Z → TZ
is called ‘unfold’. In particular, from the coalgebraic point of view, the isomor-
phism Z → TZ represents the computational behaviour of the final coalgebra.
This is particularly obvious in case of the final coalgebra

〈head , tail〉 : Aω → A×Aω

mapping a stream to ‘head’ and ‘tail’.

A.4.1 Existence of final coalgebras

Due to Cantor’s diagonal argument there can be no X ∼= PX in Set. There are
the following solutions to the problem.

First, restrict the cardinality of the subsets. For example, replace P by Pω given
by Pω(X) as the set of finite subsets of X.

Second, work in a category that also admits proper classes. Define P(X) as the
class of subsets of X.

Third, assume that there is an inaccesible cardinal κ and replace by P by Pκ
given by Pκ(X) as the set of subsets of X of cardinality < κ.

The first solution restricts attention to finitely branching transition systems
and is the easiest if it covers all relevant examples. The second and third are
essentially equivalent, see also the discussion in [].

The trick in item three has the advantage of giving final coalgebras for com-
pletely general reasons. Indeed, it is easy to verify that the forgetful functor
U from coalgebars to sets preserves colimits. The cardinality restriction then
makes sure that the solution-set condition of Freyd’s adjoint functor theorem is
satisfied and hence a right F of U must exist. The final coalgebra is then given
by F1.

But these general consideration are not quite enough to give the Aczel and
Mendler theorem, which ensures that the cardinality of F1 is ≤ κ.

A.4.2 Final coalgebra sequence

The final coalgebra of the Aczel-Mendler theorem (or of the adjoint functor the-
orem, see MacLane [] for the proof), is given by a large colimit: The coproduct
over all coalgebras quotiented by the largest bisimulation.

32For instance, whether X = A×X can be solved up to equality may depend on how ‘×’ is
defined. On the other hand, whether X ∼= A×X can be solved only depends on the universal
property of product and the category one is working in.
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This (non-constructive) construction as a quotient of a large coproduct does not
always give us enough information about the structure of the final coalgebra.
When this happens, it is worth trying to construct the final coalgebra as a limit
of a chain. Moreover, this is often a small limit, for example in case of finitary
functors on Set.

For example, ... streams ... powerset ...

A.4.3 Further topics

Rational fixed-points ...

A.5 Bisimulation and Coinduction

Bisimulation and Coinduction appeared independently to various degrees in
modal logic, computer science and set theory. For the history of the subject
consult [?, Sections 3-5].

From our point of view, see Section ??, both bisimulation and coinduction arise
from the category theoretic principle of a unique arrow into the final coalgebra.

A.5.1 Coinduction

While the dual idea, namely how induction arises from initial algebras, has been
in the mainstream at least since Lawvere’s definition of a natural number object
[], I believe that coinduction became a recognised method of proof and definition
only after the work of Aczel []. The basic ideas are spelt out, for example, in
Barwise and Moss, Moss, Jacobs and Rutten, Rutten and Turi.

A.5.2 Bisimilarity, Bisimulations

Bismilarity on a coalgebra X → TX is given by the kernel of the unique arrow
into the final coalgebra. Categorically, this relation arises as a pullback ... and it
is easy to see that if T weakly preserves pullbacks than the relation R is indeed
a bisimulation in the sense of Aczel-Mendler [].

Definition A.1 (Aczel-Mendler bisimulation). ...

A nice point about this definition is that it is easy to see that it coincides with
the classical definition in case that T = P is the powerset functor.

This classical definition is powerful because it is local. Maybe it is not sur-
prising that the notion of coalgebra is general enough to admit cases that do
not allow such a neat caractersation of bisimilarity. In particular, in order to
establish nice properties of bisimulations (bisimulations are closed under unions
and composition, the largest bisimulation exists, etc) one needs to assume that
T weakly preserves pullbacks (=preserves weak pullbacks).

It was noted in [?] that if we replace spans by cospans, the definition of bisim-
ulation is better behaved and the assumption that T preserves weak pullbacks
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can be dropped. An example of this situation occurs for the functor T = 22
−

.
A careful study of bisimulation for this functor was carried out in [].

Maybe the easiest definition of bisimilarity (or behavioural equivalence as it is
sometimes called in situations where one does not want to assume that bisimu-
lations with good properties exist) is the following. As far as I know it was first
made explicit in [?]

Definition A.2. ...

This definition has two advantages. First, it uses no extra structure than the
arrows of Coalg(T ) for an arbitrary functor T : Set → Set. Second, it is im-
mediate from the definition that the equivalence classes modulo bisimilarity are
the connected components of the so-called category of elements of the forgetful
functor U : Coalg(T )→ Set. And it is, indeed, easy to show

Proposition A.3. Let T : Set → Set be a functor. There is a final coalgebra
in Coalg(T ) iff U : Coalg(T )→ Set has a colimit.

Proof. We only indicate that if U has a colimit Z, then Z carries the structure
of a coalgebra (since TZ is the vertex of a cocone over U). Moreover, existence
of an arrow into this coalgebra structure is immediate and uniqueness ...

... tbc ...

A.5.3 Bisimulation via Relation Lifting

It was noted by Park and Milner that bisimilarity is a greatest fixed point of
a monotone operator on a lattice of relations. (Of course, this is dual to the
familiar explanation of inductive definitions as smallest fixed points.) One way
to formalise this idea for coalgebras is to extend the functor T : Set→ Set to a
functor

T : Rel→ Rel

where Rel is the category of sets as objects and binary relations as arrows.
Rel is order-enriched, which means that homsets are partial orderes given by
inclusion. The appropriate notion of a functor Rel → Rel then is that of a
locally monotone functor, or enriched functor, that is, a functor that preserves
the order on homsets. The fundamental theorem here, see Barr [], Hermida [],
etc is that a functor T : Set→ Set can be extended to a locally monotone functor
T : Rel → Rel iff T preserves weak pullbacks. In this case then, bisimilarity is
given as the largest fixed point of the operator

...

... tbc ...
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A.5.4 Further topics and references

If you need a detailed comparision of different notions of bisimulation consult
Sam Staton’s []

If you want to see more practical examples of coinduction in different contexts
the following may be of interest (if you know more references I should add please
let me know).

Classic papers on relation lifting are Hermida and Jacobs ... Applications to
modal logic Moss ...

Generalisations to the metric setting via enriched category theory are studiend
in Rutten, Worrell, ...

A.6 Solving recursive equations

Defining mathematical domains in which recursive equations can be solved is
an important application of coalgebras. In fact, in the work of Barwise, the
existence of unique solutions to certain equations is an axiom of non-well founded
set theory and equivalent to Aczel’s axiom ... AFA ... In our terms, both
correspond to working with the final coalgebra of the powerset functor P.

... tbc ...

A.7 Structural Operational Semantics

The ideas go back Rutten and Turi [44, 45, 49], but the break-through paper
establishing a one-to-one correspondence betwee certain syntactic formats of
structural operational semantics (such as the well-known GSOS) and distribu-
tive laws is Turi and Plotkin [48]. Further milestons on this topic include the
PhD theses of Bartels [9] (see also [8, 10] and Klin [30] (see also [29]) as well as
work by ... [] and []

... short summary of SOS to be added ...

... finish with the remakr that bialgebras are coalgebras over algebras

A.8 Coalgebras over algebras

At the moment there does not yet seem to be a satisfactory fully general theory
of coalgebras over algebras, but there are many interesting examples. General
themes are

• algebraic structure adds expressiveness to coinductive definitions

• algebraic structure adds memory to coalgebraic automata
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A.8.1 Context free languages.

The example of context free languages discussed in the course is very suggestive
and is due to Winter, Bonsangue and Rutten [50, 51, 52].

In terms of ’solving recursive equations’, see Section 3.3, it fits into the idea of
extending coinduction for T -colagebras with more expressive formats, see the
remarks at the end of Section A.6. This line of thinking is closely connected
to bialgebras, see Section A.7, and was one of the main topic of Bartels [9].
But we know from Beck’s theorem on distributive laws, see Section ??, that
bialgebras are just another way of looking at (certain categories of) coalgebras
over algebras.

A.8.2 Non-determinstic automata: coalgebras over Kleisli categories

We discussed in detail, see Section ?? and ??, deterministic automata as coal-
gebras

X → 2×XA.

What, then, are non-deterministic automata? The answer is a good example of
the modularity offered by category theory: If non-determinism is captured by
powerset the following suggests itself.

Non-deterministic automata are coalgebras

X → 2× (PX)A

But how do we capture language equivalence in this setting?

Coalgebraic behavioural equivalence as in Section ?? will not give us language
equivalence, but a variation on the notion of bisimilarity as familiar from modal
logic, see ??.

The answer was given by Power and Turi [35]. First, observe that 2× (PX)A ∼=
P(1+A×X). Now the crucial idea of Power and Turi is to consider the coalgebra

X → P(1 +A×X)

as a coalgebra
X → 1 +A×X

in the Kleisli category of the monad P.

Power and Turi go on to show that ... They establish the principle that trace
semantics arises from a “distributive law between a behaviour endofunctor for
determinism (such as 1 + A × Id) and a monad for non-determinism (such as
P)”.
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A.8.3 Trace semantics: Coalgebras over Kleisli categories

Hasuo, Jacobs, Sokolova, see [], generalise the ideas above to other monads
than P, in particular to the monad for probability distribution but also to all
commutative monads (??)

REVISE Monads give rise to Kleisli categories and Eilenberg-Moore categories,
see Section ??. So we may also think of coalgebras over a Kleisli category. An
arrow in a Kleisli category of the monad M : C → C (and these are the monads
as in Hasekell) is an arrow

X →MX

in C. So in order to extend a functor T : C → C to the Kleisli category we need
to be able to apply T to X → MX and get an arrow of type TX → TMX,
that is we need a distributive law

TMX →MTX

in order to build T (X →MX) as

TX → TMX →MTX.

How can we use this to turn bisimulation-semantics into trace-semantics?

Let us look at a coalgebra
X → P(A×X)

for labelled transition systems.

A.8.4 Trace semantics over Eilenberg-Moore algebras.

...

A.8.5 Vector Spaces

A.8.6 Presheaves

A.8.7 Nominal Sets

A.9 Kleene Theorems

Kleene’s theorem in automata theory states that finite deterministic automata
and regular expressions describe the same set of languages. The research into
coalgebraic generalisations of Kleene’s theorem has been initiated by Bonsangue,
Rutten, Silva [12, 47].

Roughly speaking the basic idea is as follows. Kleene’s theorem shows that
regular expressions can be understood as a syntax to denote elements of the
‘finite part’ of the final coalgebra for TX = 2×XA.

Can we define ‘regular T -expressions’ for general T?
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Let us first think about deterministic automata again. Regular expressions are
built according to

e ::= 0 | 1 | e+ e | e · e | e∗

0,+ is the semiring structure from the powerset monad. It appears here for a
special reason (that can be investigated coalgebraically), namely that determin-
istic and non-deterministic automata accept the same class of languages.33 This
leaves 1, ·,∗. The Kleene star ∗ appears simply because coalgebras are structures
that allow cycles. So let us ask now about

1 and e · e

We need to find out how they are related to

2×XA

Now this is not too hard to see. The regular expression 1 stands for the language
that accepts the empty word, that is, the element 1 ∈ 2. And as we are talking
about the monoid A∗ , we can replace the binary e1 · e2 by unary operations ae
for each a ∈ A. But these unary operations can be extracted from the part XA

of the functor.

To summarise, in the classical example of regular expressions for finite deter-
ministic automata, there is a suggestive path from the functor TX = 2 × XA

to the syntax of regular expressions.

Can we generalise these ideas to arbitary functors T : Set→ Set?

Following on from the work cited above, this question has been answered af-
firmatively in the thesis of Myers [34]. Further work on coalgebraic Kleene
theorems includes [46].

A.10 Modal Logic

In this section we will look at coalgebras

X → PX,

which are known in modal logic as Kripke frames, or also as Kripke models over
an empty set of atomic propositions. If there is a non-empty set AtProp Kripke
models coincide with coalgebras

X → 2AtProp × PX,

with X → 2AtProp assigning to each x ∈ X the set of atomic propositions true
in that state.

33And, indeed, the proof of Kleene’s theorem translates regular expressions to non-
deterministic automata and then uses that non-deterministic automata can be made deter-
ministic (via Kan extensions (this is just a footnote to a footnote)).
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What is modal logic? The language of basic modal logic has atomic propositions,
Boolean connectives and unary connectives � and ♦ as given by the grammar

φ ::= p | > | ⊥ | φ ∧ φ | φ ∨ φ | ¬φ | �φ | ♦φ

where p ranges over (a possibly empty) AtProp.

Definition A.4. The semantics of a modal formula is given wrt a coalgebra
〈o, t〉 : X → 2AtProp × PX and x ∈ X via

x  >
x  p o(x)(p) = 1

x  φ ∧ ψ x  φ and x  ψ

x  φ ∨ ψ x  φ or x  ψ

x  ¬φ not x  φ

x  �φ y  φ for all y ∈ t(x)

x  ♦φ y  φ for some y ∈ t(x)

Fundamental results emphasise the importance of bisimilarity for this modal
logic. For example, a theorem by van Benthem [] characterises modal logic as the
fragement of first-order logic invariant under bisimilarity. Finite Kripke models
are characterised up to bisimilarity by a modal formula (exercise). A similar
theorem holds for general Kripke models and infinitary modal logic attributed,
known as the Hennesy-Milner theorem in programm semantics (and modal logic)
[] and ... see also Baltag in [].

At the beginning of all of this is the following

Exercise A.5. Show that if f is a T -coalgebra morphism for T = 2AtProp × P,
then x  φ ⇔ f(x)  φ.

Remark A.6. ... this can be reformulated as: modal formulas are invariant
under bisimulation ...

The following will indicate how this can be generalised from Kripke models
to coalgebras. Given an arbitrary T : Set→ Set, what are the modal operators
of a logic for T -coalgebras?

There are three different answers.

• Moss [] showed that we can take T itself as a modal operator, most often
written ∇.

• Pattinson [] showed that � and ♦ give rise to natural transformations,
now called predicate liftings,

2TX → 2X .

Conversely, any such natural transformation can be expressed by a modal
formula in of ‘rank 1’ (that is without nested modalities) in one proposi-
tional variable.
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• Bonsangue and Kurz [] showed that the modal logics for T -correspond
to functors L on Boolean algebras that have a presentation by operation
and equations. Moreover, for every T there is a canonical LT given by
duality. Conversely, the functors BA → BA that arise in this way can be
characterised as those preserving so-called sifted colimits [].

The specific coalgebraic aspect of the approaches above is to work parametrically
in the functor T : Set → Set and give uniform definitions of modal logics for
each T .

This is closely related but different from earlier work in domain theory and
programming languages where program logics (=modal logics) are defined for
a variety of type constructors (=functors), by restricting attention to a family
of functors defined inductively from a finite list of basic constructors (such as
+,×,→).

A.10.1 Moss’s cover modality

A.10.2 Predicate liftings

A.10.3 Presentations of functors

A.10.4 Duality theory

A.10.5 Further topics and references

A.11 Simulation, Bisimulation and other Equivalences

A.12 Coalgebras over other base categories

A.12.1 Relations

A.12.2 Preorders and Posets

A.12.3 Domains
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B Elements of the category theory of coalgebras

This appendix aims at giving a high level overview over some elements of the
category theory of coalgebras. Standard category theoretic definitions not re-
peated in the text below can be found in Mac Lane or the nLab.

B.1 Coalgebras

Definition B.1. Given a category X and a functor T : X → X , a coalgebra
(X, ξ) is consists of an object X in X an arrow ξ : X → TX in X . A coalgebra
homomorphism from a coalgebra (X, ξ) to a coalgebra (X ′, ξ)′ is an arrow f :
X → X ′ in X such that ξ ◦ f = Tf ◦ ξ or, in a diagram,

X
ξ
//

f

��

TX

Tf

��

X ′
ξ
// TX ′

Given a coalgebra (X, ξ) one often calls X the underlying set and ξ the structure
of the coalgebra.

If the category X we have in mind is sufficiently similar to the category Set of
sets and functions, we also call X the state space and elements of X states and
ξ the transition function. There are many important examples. To fix ideas, I

just give two for now.

Example B.2. Let X = Set be the category of sets and functions.

1. Let A be a fixed set and TX = A×X. Then we can think of coalgebras
as dynamic systems that output an element of A at every step.

2. Let PX = {Y | Y ⊆ X} be the so-called powerset functor. Then we can
think of a coalgebra X → PX as a relation on X.

The next exercise is crucial. If we think of a coalgebra (X, ξ) as a dynamic
system and of an element x ∈ X as the initial state of a process (X, ξ, x)
then a coalgebra morphism f : (X, ξ) → (X ′, ξ) maps a process x to a process
x′ = f(x) with the same behaviour. The purpose of the next exercise is to work
out this notion of behaviour for two different examples of T . The first should be
relatively straight forward. The second one is more delicate and its discovery by
Aczel in 1989 can be seen as an early starting point of the theory of coalgebras.

Exercise B.3. 1. Let TX = A ×X and let f : (X, ξ) → (X ′, ξ′). Describe
explicitely what it means that x′ = f(x).

2. Let PX be the so-called powerset functor. We have to say what P does on
maps. For f : X → Y define Pf : PX → PY as direct image. Describe
explicitely what it means that x′ = f(x).
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Now where we have some intuitive understanding of what the notion of coalgebra
morphism captures, the next step is to check that coalgebras and coalgebra
morphisms organise themselves in a category, which allows us to make

Definition B.4. Given a category X and a functor T : X → X , write Coalg(T )
for the category that has coalgebras as objects and coalgebra homomorphisms as
arrows.

B.2 Some structure theorems

Some of the basic theory of coalgebras consists of theorems that establish prop-
erties of Coalg(T ) given properties of T . Actually, rather than working with
the category Coalg(T ), it is more approriate to formulate properties in terms
of the so-called forgetful34 functor U : Coalg(T ) → X which maps arrows
f : (X, ξ) → (X ′, ξ′) to arrows f : X → X ′. Depending on your background
in category theory, you may take the following two exercises as a reference of
useful results to come back to later or you may attempt some.35

Exercise B.5. Let X be a category and a functor T : X → X .

1. If X has an initial object, then Coalg(T ) has an initial object.

2. If Uf is an epi in X , then f is an epi in Coalg(T ).

3. If Uf is a mono in X and T preserves monos, then f is a strong mono in
Coalg(T ).

4. If X has a type of colimit, then Coalg(T ) has this type of colimit and U
creates it.

5. If X has a type of limit and T preserves it, then Coalg(T ) has this type of
colimit and U creates it.

6. If (E ,M) is a factorisation system of X and T preserves monos, then
(U−1E , U−1M) is a factorisation system for Coalg(T ).

The category X = Set is of special interest. Many of the properties below can
also be established for categories similar to Set such as various categories of
topological spaces.

Exercise B.6. Let T : Set→ Set be a functor.

1. Coalg(T ) has all colimits and they are computed as in Set.

2. Unions of arbitrary (possibly large) families of subcoalgebras exist and are
computed as in Set.

34The reason for the terminology ‘forgetful’ should be obvious, but also can be given a
technical interpretation, namely to mean that U is faithful.

35Definitions can be found in n-lab. Proofs are routine for category theorists, but could be a
good exercise for somebody who wants to learn the corresponding category theoretic notions.
Most of the proofs were spelled out in the appendix to my PhD thesis.
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3. Coalg(T ) has equalisers and they are computed as unions of subcoalgebras.

4. Epis and strong monos form a factorisation system in Coalg(T ).

B.3 Bisimulation and Behaviour

Having seen the defintion of Coalg(T ) and some of its basic structure, we now
formalise the notion of behaviour implicit already in Exercise B.3. For this we
assume that Coalg(T ) has a forgetful functor to Set, even though generalisations
are possible.

In the following we use the notation X to suggest that X = (X, ξ) is a coalgebra,
but the definition does make sense also for other categories.

A coalgebra X = (X, ξ) together with a state x ∈ X can be thought of as a
process (X, x) starting to compute in the initial state x with computation steps
given by ξ.

Definition B.7. Let U : C → Set and X,X′ ∈ C. Behavioural equivalence
is the smallest equivalence relation ' generated by all pairs

(X, x) ' (X′, x′)

such that X,X′ are objects of C and x ∈ UX and x′ ∈ UX′ and there are
morphisms f : X→ X′′, f ′ : X′ → X′′ with

f(x) = f ′(x′).

We may abbreviate (X, x) ' (X′, x′) to x ' x′.

The definition formalises the idea that

behaviour is what remains invariant
under the morphisms of a category.

Exercise B.8. Show that the notion of behavioural equivalence coincides in
Example B.2 with the well-known notion of bisimulation.

For the category theorist among the readers the following will be of interest.

Exercise B.9. Two processes are behaviourally equivalent iff they are in the
same connected component of the category of elements of U .

B.4 Final coalgebras

It is often possible to find one coalgebra that is universal in the sense that is
consists of all possible behaviours. Because of its importance to coalgebra we
recall

Definition B.10. Let C be a category. An object C in C is called final or
terminal if for all objects A in C there is a unique arrow A→ C.
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The next exercise shows how the data type of streams arises as a final coalgebra.

Exercise B.11. Let T : Set → Set be the functor TX = A × X for some set
A. Show that the terminal coalgebra has as carrier the set AN of infinite lists
or streams over A. What is the structure AN → T (AN) of the final coalgebra?

Similarly, we have

Exercise B.12. Let T : Set→ Set be the functor TX = 1 +A×X. Show that
the final coalgebra has as carrier the set of finite and infinite lists. What is the
structure of the terminal coalgebra?

For the student who wants to learn more about category theory the following
exercise will be instructive.

Exercise B.13. Show that the carrier of the final coalgebra is given by the
colimit of U : Coalg(T ) → Set and that the structure is given by its universal
property.

The significance of this observation is the following. It is well-known that an
element of the colimit of U is exactly a connected component of its category
of elements, that is, an equivalence class of behaviourally equivalent elements.
We conclude that the final coalgebra, if it exists, is a coalgebra which has as its
carrier exactly the equivalence classes of behaviourally equivalent processes.

An important property of a final coalgebra X → TX is that it is, like any limit,
determined up to unique isomorphism, which explains why we often speak of
‘the’ final coalgebra.

Coalgebras as generalised postfix points. Every monotone operation on
a complete lattice has a smallest and largest fixpoint (Knaster-Tarski). This
can be seen as a special case of our setting. A complete lattice, as any poset
or preorder, is a particularly simple example of a category X and to say that
T is a monotone operation on X is exactly to say that T : X → X is a functor
(exercise!). A coalgebra X → TX then is exactly a postfix point of T , as
X → TX is now the same as X ≤ TX.

Exercise B.14. Show that the largest postfix point is a fix point.

The exercise above is very instructive if done in conjunction with the next ex-
ercise. It shows a general principle, namely that many category theoretic con-
structions can be understood as generalisations of much simpler lattice theoretic
ones.

Exercise B.15 (Lambek’s lemma). Let X be any category and T : X → X be
any functor. If (X, ξ) is a final coalgebra, then ξ is an isomorphism.

The proof of Lambek’s lemma is a direct generalisation of the proof of the
corresponding lattice theoretic fact. It is also worth observing that it uses all
of the axioms of a category and a functor. So we may say that category theory
axiomatises exactly what is needed to get Lambek’s lemma.
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Existence of final coalgebras. When does a final coalgebra exist? Roughly
speaking, if the base category X has enough limits and if the functor T has
some ‘size restriction’. For example, the functor TX = A×X is determined on
arbitrary sets by what T does on finite sets. So the final coalgebra does exists.
Technically, this is a consequence of the adjoint functor theorem (exercise!).
The example TX = PX is different. We cannot have a final coalgebra because
there cannot be an isomorphism X → PX in Set (Cantor’s theorem).

On the other hand, if we extend P from sets to classes by PX = {PY | Y ⊆
X,Y a set }, then the final coalgebra does exists and, as shown by Aczel and
Mendler, this works for any functor on Set.

B.5 Duality

In category theory, the word concrete often refers to a forgeful functor to Set:
A concrete category is a faithful functor C → Set. Abstract duality is purely
formal, but concrete dualities are very interesting: Given C → Set, can we
describe a functor Cop → Set?

B.5.1 Abstract duality

For every category C there is the dual category Cop. For example, the operation

2− : Set → Set

which maps a function f : X → Y to the function 2f : 2Y → 2X (which maps
a function b : Y → 2 to b ◦ f : X → 2) is not a functor as it does not preserves
but “turns around” arrows. We can either call it a contravariant functor or we
can call it a functor

2− : Setop → Set

or, equivalently, a functor

2− : Set → Setop.

The operation of turning around arrows is a purley formal one. As in the
example above, its main obvious value is one of simplification. We have seen
that it allows to reduce the notion of a contravariant functor to that of a functor.
Similarly, a colimit in C is a limit in Cop. More generally every definition and
every theorem in category theory has a dual definition and theorem.

For example, we may define an algebra as a co-coalgebra. More precisely, given
T : C → C, we may define Alg(T ) = (Coalg(T op))op, where T op is the same as T
considered as a functor Cop → Cop. We call an object of Alg(T ) an algebra for
the functor T .

Example B.16. A monoid is an algebra for the functor TX = 1 +X ×X.

59



Note that being an algebra for TX = 1 +X×X does not enforce any equations
between terms.

Exercise B.17. 1. Check that in the example above, an arrow in Alg(T )
coincides with the usual notion of monoid homomorphism.

2. Consider algebras of any given type Ω (see wikipedia on universal algebra).
Define a functor T so that Alg(T ) coincides with (is ismoprhic to) the
category of algebras of type Ω.

The exercise shows that all the common algebras such as monoids, groups, rings,
lattices, etc are also algebras for a functor Set→ Set.

We can now use duality to prove that the structure of an initial algebra is an
isomorphism. First, we recall that an initial object in C is a final object in Cop.

Exercise B.18. Reformulate the notion of an initial algebra without making
use of (−)op.

Now we could either prove the following as an exercise from scratch, or we could
say that it is the dual of Exercise B.15.

Exercise B.19. The structure of an initial algebra is an isomorphism.

The abstract duality between algebras and coalgebras can be used to transfer
some interesting theorems known from universal algebra to coalgebra.

One technical complication that arises is that there is no category theoretic
axiomatisation of injective and surjective maps. Often one can take the category
theoretic notion of a mono to axiomatize the set-theoretic notion of an injective
map and the notion of an epi to axiomatize surjection. But this is only an
approximation. For example, there are categories of algebras in which epis do
not need to be surjective. The solution is to use the category theoretic notion
of a factorisation system and to parameterize the theory of algebra/coalgebras
with a factorisation system. The advantage of doing this is that the dual of
a factorisation system is a factorisation system (and this way one can make it
happen that injections dualise to surjections and vice versa).

Example of theorems of universal algebra that dualise that way are the isomor-
phism theorems and Birkhoff’s variety theorem.

On the other hand, many of the deeper notions do not dualize. One way of
explaining this is that Alg(T ) = (Coalg(T op))op says that algebras over Set are
dual to coalgebras over Setop and Set and Setop are very different categories.
The easy category theoretic duality can only be applied for category theoretic
properties that are shared by Set and Setop.

B.5.2 Concrete dualities

The duality of Setop and Set is trivial. But what is interesting is the question
of how to represent the “turned around” arrows in Setop as functions. In other
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words, is there a category equivalent to Setop which has a forgetful functor to
Set?

Exercise B.20. This exercise requires some knowledge of Boolean algberas and
quite a bit of time. But one can get the gist by reading through the items below.
Let Setfin be the category of finite sets. Show 2− : Setopfin is equivalent to the
category of finite Boolean algebras BAfin .

1. For every X, the set 2X can be equipped with the structure of a Boolean
algebra (inherited pointwise from the usual Booelan structure of the truth
values in 2 = {0, 1}).

2. For every function f : X → Y , we have that 2f : 2Y → 2X is a Boolean
algebra homomorphism.

3. The two previous item can be summarised by saying that the functor
2− : Setopfin → Setfin restricts to a functor 2− : Setopfin → BAfin .

4. Every finite A ∈ BA is isomorphic to an algebra of the form 2X (Hint:
Take X to the set of atoms of A).

5. Every Boolean algebra homomorphism 2Y → 2X between finite Boolean
algebras is of the form 2f for some f : X → Y .

6. 2− : Setopfin → BAfin is an equivalence of categories.

This dual equivalence can be extended to a dual adjunction between Set and BA
and to a dual equivalence between so-called Stone spaces and BA. The standard
reference to this subject is Johnstone’s book.

A situation encountered often is

A

S

""

V
��

C

P

bb

U
��

Set Set

(54)

where P , S are a dual adjunction and U and V have left adjoints, F and G,
respectively. Then one can show that the dual adjunction arises from ‘homming
into a dualising object’ that simultaneously lives in A and C.

Exercise B.21. Consider the situation of the diagram above. Recall that the
adjointness assmuptions amount to A(A,PC) ∼= C(C, SA) and A(GY,A) ∼=
Set(Y, V A) and C(FY,C) ∼= Set(Y, UC). (Hint: Use Y ∼= Set(1, Y ).)

1. Show that UPA ∼= A(−, SF1) and V SX = C(−, PG1). In other words,
P and S arise from homming into SF1 and PG1, respecitvely.
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2. V SF1 = UPG1. In other words, SF1 and PG1 can be considered to
be the same dualising object, equipped with an A-structure and an C-
structure.

From a coalgebraic point of view, thinking of C as a category of coalgebras, it
opens the possibility to not only formally dualise coalgebras to algebras, but
to represent these dual algebras concretely as algebras over Set. We can then
think of the algebras as logics for coalgebras: For any coalgebra C, the algebra
PC is the theory of C, or the algebra of predicates or propositions of C. We
will look at an example in the next section.

B.6 Algebras as logics for coalgebras

We continue from the last section and specialise (54) to

A

V
��

C

2−

bb

U
��

Set Set

Assume again that G is a left adjoint of V . Let X ∈ C. Then there is a unique
homomorphism from the initial algebra G0 to X,

[[−]] : G0→ 2X ,

and we can define for all x ∈ UX and a ∈ G0

x  a ⇔ x ∈ [[a]].

Example B.22. The paradigmatic example that links logics for coalgebras with
modal logic arises from TX = PX. In this case coalgebras are what is known
as Kripke frames in modal logic. The functor 2− takes a coalgebra ξ : X → TX
and maps it to an algebra

2X
��−→ 2PX

2ξ−→ 2X

where 2X is the Boolean algebra of subsets of X and �� is defined in such a way
that 2ξ ◦�� gives the semantics of the modal Box operator, see the next exercise.

Exercise B.23. Define �� so that x ∈ ��a ⇔ ∀y ∈ ξ(x) . y ∈ a.

As hinted at in this example, one can set up things in such a way that
modal logic as we love and know it appears as being dual to the category of
P-coalgebras. Formalizing this idea in the language of category theory allows
us to do this parametrically in T , so that we obtain a general account of logics
for T -coalgebras parameterised in the type T .

Without going any further, let us say that this can be taken as the beginning
of a general theory of logics for coalgebras which centres around the following
questions.
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• Given a functor T : Set→ Set, what is a logic for T -coalgebras?

• Depending on T what are properties of the logic we can guarantee (invari-
ance under behavioural equivalence, soundness, completeness, expressive-
ness)?

• How to design logics that capture various notions of behavioural equiva-
lence/bisimulation (trace equivalence, various simulations, . . . )?

• How to extend basic coalgebraic logic in a systematic way (mu-calculus,
hybrid logic, . . . )

• What are good proof systems for coalgebraic logics?

• (tobecompleted)

B.7 Natural Transformations and the Yoneda Lemma

Functors are structure preserving maps between categories and natural trans-
formations are structure preserving maps between functors. Thus, it would
have been natural, indeed, to introduce natural transformations right from the
start. In fact, the first paper on category theory was written in order to for-
malize the intuitive idea of a natural transformation. The reason to put natural
transformations here is that on the one hand we have now enough examples to
illustrate the power and importance of that notion and on the other hand they
will become centre stage in the following sections.

tbwritten

B.8 Monads

The notion of a monad is a category theoretic axiomatisation of terms modulo
equations. For example, if M is the monad of abelian groups, then MX is
the set of terms one can form using the constant 0 and the binary operation
+ and the variables x ∈ X, modulo the equations of an abelian group. For
example, if X = {x, y}, then x+ y and y + x denote the same element of MX.
In analogy with monoids, η is called the unit and µ is called the multiplication
of the monad.

Formally, a short way to say what a monad is “a monoid in the category of
endofunctors”. Spelling this out, a monad (M,η, µ) on a category C is a functor
M : C → C and natural transformations

η : 1→M µ : MM →M

(where 1 here denotes the identity functor on C) such that id = µ◦Mη = µ◦ηM
and µ ◦ µM = µ ◦Mµ.

The first example is an example where terms and operations are lists. We show
in detail how this monad corresponds to an algebraic theory given by operations
and equations as familiar from universal algebra.
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Example B.24. Let MX = X∗ be the set of finite words over X and η(x) = x
and µ(w1 . . . wn) = w1 . . . wn, where w1 . . . wn on the left denotes a word of
words and on the right denotes the word obtained from concatenation the wi.
This monad is sometimes called the list monad, since we can think of a word
x1 . . . xn as a list [x1, . . . xn]. If we want to bring this in more familiar algebraic
notation, then we choose a set

Σ = {[]n | n ∈ N}

of operation symbols with the operation symbol []n denoting an operation of
arity n and write []n(x1, . . . , xn) instead of [x1, . . . xn]. The multiplication of
the monad takes a list of lists and flattens it to a list using concatenation. The
equation µ◦Mη = id can be written explicitely as a family of equations indexed
by n ∈ N

[[x1], . . . [xn]] = [x1, . . . xn]

or, in algebraic notation,

[]n([]1(x1), . . . []1(xn)) = []n(x1, . . . xn)

and the equation µ ◦ ηM = id as

[[x1, . . . xn]] = [x1, . . . xn]

which is
[]1([]n(x1, . . . xn)) = []n(x1, . . . xn)

in algebraic notation. The equation µ ◦ µM = µ ◦Mµ corresponds to a family
of equations, one for each m-tuple of numbers n1, . . . nm,

[[x1,1, . . . x1,n1 ], . . . [xm,1, . . . xm,nm ]] = [x1,1, . . . x1,n1 , . . . xm,1, . . . xm,nm ]

which is

[]m([]n1(x1,1, . . . x1,n1), . . . []nm(xm,1, . . . xm,nm)) =

= []n1+...nm(x1,1, . . . x1,n1 , . . . xm,1, . . . xm,nm)

in algebraic notation.

This example suggests that the list monad describes the algebraic theory of
monoids. This can be made precise by introducing the notion of algebra for a
monad.

Definition B.25. An algebra for a monad (M,η, µ), also called an Eilenberg-
Moore algebra, is an arrow α : MX → X such that α ◦ ηX = Id and α ◦ µX =
α ◦Mα. The category M -Alg of algebras for the monad M is the corresponding
full subcategory of algebras for the functor M .

Intuitively, the terms corresponding to algebras for the functor M are trees
where each node conists of a list of children. Algebras for the monad M have
the additional operation of flattening lists of lists, so that terms are just lists.
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Fact B.26. Given MX = X∗, the category M -Alg is isomorphic to the category
of monoids.

The above shows that the same algebraic theory can be represented in different
ways. From the monad point of view, we see for each n ∈ N an operation that
forms a list of length n and equations that flatten lists. From the more familiar
monoid point of view, we can represent the same theory by a constant 0 and a
binary operation + plus equations for associativity.

In the second example, the multiplication is doing more than just substituting
lists into lists. It also eliminates duplicates and order.

Example B.27. The (finite or not) powerset functor is a monad, with η(x) =
{x} and µ(S) =

⋃
S.

To make the equations in the monad Pfin more visible note that there is a
natural transformation

e : X∗ → Pfin (55)

which identifies two lists if and only if they are the same modulo the equations
specifying that the order of the list doesnt matter and that one can eliminate
duplicates from lists.

The last example suggest that the monad Pfin is the theory of semi-lattices,
that is, the theory given by a constant 0 and a binary operation ∨ satisfying
the laws of an idempotent, commutative monoid, explicitely,

0 ∨ y = y

x ∨ 0 = x

(x ∨ y) ∨ z = x ∨ (y ∨ z)
x ∨ y = y ∨ x
x ∨ x = x

Fact B.28. Let M be the monad Pfin described above. Then the category M -Alg
is isomorphic to the category of semi-lattices. If M = P without the finiteness
restriction then M -Alg is the category of complete semi-lattices.

That the notion of a monad M captures the inution of MX as the terms over
X is supported by the following

Exercise B.29. Make the following precise. Let F be left-adjoint to U . Then
UF is a monad. Conversely, if M is a monad, then there is an adjunction F a U
such that UF = M .

In the exercise above we think of the left adjoint F as constructing free algebras.
At least in the case C = Set this is justified by the following.

Theorem B.30. Let M be monad on Set. Then there is a class of operations
Σ and a class of equations E such that M -Alg is isomorphic to the category of
algebras given by (Σ, E). (Conversely, if A is the class of algebras for operations
and equations and the forgetful functor A → Set has a left adjoint, then A is
ismorphic to M -Alg for some M : Set→ Set.)
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The importance of this theorem to us is that it justifies to replace the syntactic
notion of terms given by operations and equations by the abstract and axiomatic
notion of a monad. This greatly simplifies abstract reasoning. In addition it
allows us to generalise to monads on other categories than Set.

B.9 Distributive laws and bialgebras

In these notes the interaction between algebraic and coalgebraic structure plays
an important role. Mathematically, this can be captured by the notion of a so-
called distributive law. A distributive law always involves two functors M,T :
X → X and is given by a natural transformation

λ : MT → TM

If M and T are mere functors than this all we can say. But already such a simple
λ maybe useful. It allows us to lift M to Coalg(T ) and to lift T to Alg(M) so
that we can consider algebras with coalgebraic structure and coalgebras with
algebraic structure. Moreover, both ways of looking at (co)algebraic structure
is equivalent to a bialgebraic view.

Definition B.31. Let M,T : X → X be functors and λ : MT → TM a natural
transformation.

1. The category Bialg(M,T ) has objects MX → X → TX such that

MX //

$$

X // TX

MTX
λ

// TMX

::

(56)

commutes. Morphisms are arrows that are both M -algebra and T -coalgebra
morphisms.

2. M̃ : Coalg(T )→ Coalg(T ) is the functor given by M̃(X → TX) = MX →
MTX → TMX.

3. T̃ : Alg(M) → Alg(M) is the functor given by T̃ (MX → X) = MTX →
TMX → TX.

The following exercise is based on the simple observation that in (56) we have
that MX → X is a coalgebra morphism and X → TX is an algebra morphism.

Exercise B.32. Let M,T : X → X be functors and λ : MT → TM be a
natural transformation.

1. M̃ lifts M , that is,

Coalg(T )
M̃ //

��

Coalg(T )

��

X M // X
commutes.
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2. T̃ lifts T , that is,

Alg(M)
T̃ //

��

Alg(M)

��

X T // X
commutes.

3. Coalg(T̃ ) ∼= Alg(M̃) ∼= Bialg(M,T ).

An important consequence of this setup is that initial algebra semantics and
final coalgebra semantics agree:

The final T -coalgebra Z → TZ is also the final bialgebra MZ → Z → TZ. The
initial M -algebra MI → I is also the initial bialgebra MI → I → TI. We can
define I → Z both via initiality and via finality. Both definitions coincide. So
we can say that in this framework

initial algebra and final coalgebra semantics coincide.

Another important consequence is that

coalgebraic behavioural equivalence is a congruence.

Exercise B.33. Think about the two slogans in bold face above.

Moreover, if M is a monad then we would like to have that M̃ is a monad on
Coalg(T ) and that T̃ maps algebras for a monad to algebras for a monad.

Exercise B.34. Assume that (M,η, µ) is a monad. Find equations on λ, η, µ
that suffice to guarantee that T̃ maps Eilenberg-Moore algebras to Eilenberg-
Moore algebras. Which equations guarantee that M̃ is a monad? Which equa-
tions allows us to lift T to the Kleisli category of M?

As a side remark, the additional structure of M being a monad, allows us to
recover the distributive law from knowing that T has a lifting to M -Alg:

Exercise B.35. Assume that there is a functor T ′ such that

M -Alg
T ′ //

��

M -Alg

��

X T // X

Then there is a distributive law MT → MT and T ′ is the lifting of T induced
by MT → MT . (Hint: Recall that M = UF for an adjunction with unit Id → UF

and counit FU → Id. Now fill in MT → MTM = UFTUF = UFUT ′F → UT ′F =

TUF = TM .)
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The original reference for results like the one above is Beck’s “Distributive
Laws” (1969). Beck’s result concern distributive laws between two monads:

Example B.36. The first item is the original one by Beck, the second item is
the variation that plays a part in the first part of the course.

1. Let A be the monad of abelian groups and let M be the monad of monoids.
Show that the well-known law of rings stating that multiplication dis-
tributes over gives rise to a distributive law MA → AM . This observa-
tion has several consequences: The free ring over X is AMX. Rings are
algebras for the lifting of the monad A to monoids.

2. As in the previous subsection on monads, let Pfin be the monad of semi-
lattices and let (−)∗ be the monad of monoids. Show that PfinX

∗ is the
free idempotent semiring over X.

The duality between the category of Eilenberg-Moore algebras and the Kleisli-
category as well as the duality between algebras and coalgebras is best explained
using Street’s “Formal Theory of Monads” (1972).

B.10 Representations of Functors

The definition of an algebra or coalgebra for a functor looks very general. What
is a functor? Can we describe functors explicitely in terms of more familiar
operations?

This is possible at least for a large class of Set-functors called the finitary func-
tors. The usual definition is that these are the functors that preserve so-called fil-
tered colimits, but the following is equivalent in the special case of Set-functors.

Definition B.37. A functor T : Set → Set if finitary iff there is a family
(An)n∈N of sets and a componentwise surjective transformation

τX :
∐

An ×Xn → TX

natural in X. We call τ a presentation of the functor by operations and equations
where the operation symbols are the elements of An and the equations are all
pairs identified by τ .

Example B.38. (55) shows that Pω is a finitary functor. It is presented by
operations []n for each n ∈ N and equations (recall the notation from ...) such
as

[z, x, y] = [z, y, x]

[z, x, x] = [z, x]

(These equations are essentially those given by the structural rules of the sequent
calculus for classical logic.)

Exercise B.39. ... canonical representation ...
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